Dust environment of an airless object: A phase space study with kinetic models
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A B S T R A C T

The study of dust above the lunar surface is important for both science and technology. Dust particles are electrically charged due to impact of the solar radiation and the solar wind plasma and, therefore, affect the plasma above the lunar surface. Dust is also a health hazard for crewed missions because micron and sub-micron sized dust particles can be toxic and harmful to the human body. Dust also causes malfunctions in mechanical devices and is therefore a risk for spacecraft and instruments on the lunar surface. Properties of dust particles above the lunar surface are not fully known. However, it can be stated that their large surface area to volume ratio due to their irregular shape, broken chemical bonds on the surface of each dust particle, together with the reduced lunar environment cause the dust particles to be chemically very reactive. One critical unknown factor is the electric field and the electric potential near the lunar surface. We have developed a modelling suite, Dusty Plasma Environments: near-surface characterisation and Modelling (DPEM), to study globally and locally dust environments of the Moon and other airless bodies. The DPEM model combines three independent kinetic models: (1) a 3D hybrid model, where ions are modelled as particles and electrons are modelled as a charged neutralising fluid, (2) a 2D electrostatic Particle-in-Cell (PIC) model where both ions and electrons are treated as particles, and (3) a 3D Monte Carlo (MC) model where dust particles are modelled as test particles. The three models are linked to each other unidirectionally; the hybrid model provides upstream plasma parameters to be used as boundary conditions for the PIC model which generates the surface potential for the MC model. We have used the DPEM model to study properties of dust particles injected from the surface of airless objects such as the Moon, the Martian moon Phobos and the asteroid RQ36. We have performed a (v0, m/q)-phase space study where the property of dust particles at different initial velocity (v0) and initial mass per charge (m/q) ratio were analysed. The study especially identifies regions in the phase space where the electric field within a non-quasineutral plasma region above the surface of the object, the Debye layer, becomes important compared with the gravitational force. Properties of the dust particles in the phase space region where the electric field plays an important role are studied by a 3D Monte Carlo model. The current DPEM modelling suite does not include models of how dust particles are initially injected from the surface. Therefore, the presented phase space study cannot give absolute 3D dust density distributions around the analysed airless objects. For that, an additional emission model is necessary, which determines how many dust particles are emitted at various places on the analysed (v0, m/q)-phase space. However, this study identifies phase space regions where the electric field within the Debye layer plays an important role for dust particles. Overall, the initial results indicate that when a realistic dust emission model is available, the unified lunar based DPEM modelling suite is a powerful...
1. Introduction

The Moon is the best known example of the so-called direct plasma–surface interaction where plasma interacts directly with the surface of the object. This direct interaction takes place at the lunar surface because the Moon has neither an atmosphere nor a global intrinsic magnetic field, which could change the motion of charged particles near the surface. Thus, the Moon is an ideal object to study various physical processes near the surface, which are anticipated to occur on the so-called airless bodies, like asteroids, other planetary moons in the Solar System and non-active dusty comets.

One can anticipate that many physical parameters affect surface processes near the lunar surface (see e.g. Kallio et al., 2012, and discussion therein): (1) the density, bulk velocity and temperature of the solar wind protons and electrons; (2) secondary particles (electrons, positively and negatively charged ions) resulting from the impact of the solar wind onto the surface; (3) photoelectrons from the surface in places exposed to the sunlight; (4) charged dust particles above the surface, which are also sinks and sources of charged particles like the surface itself; (5) the interplanetary magnetic field (IMF), the magnetic field associated with the Earth’s magnetosheath or with the magnetosphere. Furthermore, possible local magnetic anomalies affect the properties of plasma, for example, reflection of the solar wind electrons and protons from and above the surface requiring e.g. hybrid modelling beyond the Debye scale; (6) the convective electric field associated with the flow of the solar wind, with the electric field in the Earth’s magnetosheath or in the magnetosphere (e.g. Kallio and Facskó, 2015). Moreover, there is an electric field within the Debye sheath (or the Debye layer) where the plasma is not quasi-neutral. Furthermore, the solar radiation varies due to temporal variations of the Sun. The intensity of the solar radiation at a given point on the lunar surface varies also with the orbit of the Moon around the Earth. Moreover, physical and chemical properties of the locations on the lunar surface from where the charged particles originate vary (e.g., mafic basalt flows or crustal anorthositic material) vary. Finally, surface processes are affected by topographical variations due to lunar landscapes (e.g. Dyadechkin et al., 2015).

In addition to the aforementioned physical parameters and processes the lunar near-surface is highly important for basic space plasma physics research. Such research is also needed to improve the understanding of the interaction between the dust particles on the lunar surface and the Debye layer that directly affect the technical and scientific instrumentation deployed on the lunar surface during different missions. Ultimately, these effects can pose potential hazard to humans (e.g. Linnarsson et al., 2012). In addition, laboratory experiments have shown that due to the electric field near the surface the dust particles can easily be displaced (Wang et al., 2010) potentially causing malfunctions of moving spacecraft parts and space instruments existing on the lunar surface. Moreover, dust can contaminate astronomical observations in the infra-red, visible and UV wavelength ranges (Murphy and Vondrak, 1993; Stubbs et al., 2006). Lunar dust has also been observed far above the surface (see e.g. references in Stubbs et al., 2006) suggesting that dust may have global effects.

Space weathering caused by micrometeorites, galactic cosmic rays and solar energetic particles erode, and vaporise dust grains and regolith on the lunar surface (see e.g. Jordan et al., 2015). However, the difference between dust on the Earth and on the Moon is that on the Moon there is no Earth-like wind or water erosion of dust particles. Therefore, small lunar dust particles can have very sharp edges and reactive broken chemical bonds (e.g. Liu and Taylor, 2011; Liu et al., 2008; Linnarsson et al., 2012). When entered into the lungs of an astronaut, the small sharp dust particles are therefore a potential health hazard. Generally speaking, lunar dust is more chemically reactive, has large surface areas, and is composed of sharper jagged edges than Earth’s dust (Cain, 2010). Properties of dust are therefore a critical issue that has to be taken into account when a crewed lunar mission is planned.

A comprehensive lunar dust model should consider three different space regimes. It should include (1) a global model that gives properties of the solar wind plasma impacting on the surface, (2) a local model of the electric field above the lunar surface which accelerates dust particles, and (3) a global model which gives the density of dust around the Moon. Towards this goal, the present study focuses on three different but connected models. A global hybrid model gives the properties of protons above the surface. A local 2D full kinetic model is then used to derive the surface potential at different Solar Zenith Angles (SZA) near the surface. Finally, a global Monte Carlo model is used to derive three dimensional densities of the dust particles escaping from the surface. The comprehensive lunar dust model is then applied to study the 3D dust density profiles for the Moon, the Martian moon Phobos and the asteroid RQ36 to cover a large size range of planetary objects.

The paper is organised as follows. First the three developed models are described. The capability of the models is demonstrated with a phase space study where the models are used to derive 3D dust densities for the Moon, Phobos and the asteroid RQ36 for parameters entered manually and for two different dust emission models: a homogeneous dust emission for the surface, and a point source at the subsolar point. For parameter evaluation, initial dust particles were chosen from a range that makes it possible to analyse effects of the surface electric potential and, consequently, the capacity of the developed modelling suite to study various airless bodies. Finally, lessons of the analysed cases and a roadmap for future more sophisticated dust models are discussed.
2. Description of the Dusty Plasma Environments: near-surface characterization and modelling (DPEM) suite

The DPEM model contains three kinetic models: (1) a 3D Hybrid model where ions are particles and electrons form a fluid, (2) a 2D electrostatic full kinetic Particle-in-Cell (PIC) model where both ions and electrons are particles, and (3) a 3D Monte Carlo (MC) model.

Fig. 1 shows an illustration of the models and depicts how they are connected to each other by unidirectional connections where the hybrid model provides the plasma parameter boundary conditions for the PIC model, which in turn gives inputs to the MC model. More precisely, the hybrid model provided the positions and velocities of the solar wind protons which hit the surface of the planetary object. The PIC model uses these particles and derives the macroscopic plasma parameters associated with the precipitating protons: the density of protons, \( n(\text{H}^+) \), three bulk velocity components for protons \( (U_x(\text{H}^+), U_y(\text{H}^+), U_z(\text{H}^+)) \) and the temperatures of protons in three directions \( (T_x(\text{H}^+), T_y(\text{H}^+), T_z(\text{H}^+)) \). Here the indices refer to the Object-centred Solar wind Orbital (OSO) coordinates where the x-axis points from the centre of the (spherical) object against the flow of the solar wind, the y-axis shows the direction of the velocity vector of the object perpendicular the x-axis, and the z-axis completes the right handed coordinate system. All three models include their own 3D Maxwellian Particle Generator, MPG, which are used to inject particles into models. If the macroscopic parameters associated with the precipitating protons are close to the values of the undisturbed solar wind parameters, as in the cases analysed in this study as discussed later in Section 2.1, the PIC model generates particles by using its own MPG which uses undisturbed plasma parameters. Finally, the PIC model gives the surface potential values to the MC model which uses the potential values in its MPG as will be discussed later in detail in Section 2.3.2.

All three models in the DPEM suite are kinetic simulations where some, or all, of the particle species are modelled as particles. The particles are propagated by using Newton’s second law:

\[
\frac{d\mathbf{r}(r,t)}{dt} = \mathbf{v}(r,t)
\]

(1b)

\[
\frac{d\mathbf{v}(r,t)}{dt} = mg(r) + q\mathbf{E}(r,t) + q\mathbf{v} \times \mathbf{B}(r,t) + \mathbf{F}
\]

(1a)

Here, \( q, m \) and \( \mathbf{v} \) are the charge, mass and velocity of a particle, \( g \) is the gravitation acceleration at the point where the particle is, \( \mathbf{E} \) is the electric field, \( \mathbf{B} \) the magnetic field and \( \mathbf{F} \) is the contribution of all other forces, such as caused by the radiation pressure or collisions. The three models differ from each other in the way particles are modelled, how the electric field is derived and how the magnetic field is treated.

The objects were assumed to be spherical balls with a homogeneous mass density end electrical conductivity. However, the models do not include information about the detailed chemical composition of the surface material. The DPEM model was used to study three different objects of different sizes, masses and escape velocities:

1. Object No1: Near Earth asteroid RQ36

The RQ36, or 101955 Bennu, is an Apollo near Earth asteroid discovered in 1999. In the simulations RQ36 in the solar wind was assumed to have a radius of 252 m and a mass of \( 1.4 \times 10^{15} \) kg. The escape velocity from RQ36 is about 0.2 m/s.

2. Object No2: Martian Moon Phobos

Phobos was assumed to have radius of 12 km and the mass of \( 1.066 \times 10^{16} \) kg. The escape velocity from Phobos is about 11 m/s and the surface gravity is 0.0057 m/s². In the simulations Phobos was assumed to be in the solar wind.

3. Object No3: The Moon

In the global simulations the Moon was assumed to be in the solar wind, and to have a radius of 1730 km and a mass of \( 7.35 \times 10^{22} \) kg. The escape velocity from the Moon is about 2.5 km/s and the surface gravity is 1.622 m/s².

Moreover, in the PIC model the EUV light is directed along the x-axis, which results in photo-electron emission from the surface of the planetary body. Photo-electrons were modelled by a 3D Maxwellian velocity distribution function with the thermal velocity of 621 km/s, which corresponds to a temperature of about 2.2 eV. The photo-electron emission current density was assumed to be 4.5 \( \mu \text{A m}^{-2} \) based on measurements (Willis et al., 1973) and which has been used in previous 1D PIC simulations (see, e.g., Poppe and Horányi, 2010). Moreover, the high energy tail of the Maxwellian velocity distribution function was cut away by removing electrons above 6 eV.

2.1. Hybrid model

In the hybrid model, ions are modelled as particles according to Eqs. (1) and (2). Electrons are modelled as a massless fluid. The charge density of electrons, \( n_e \), is assumed to be equal to the total charge density of positively charged ions, that is, the plasma is assumed to be quasi-neutral. In the DPEM hybrid model the only positively charged ions were the solar wind protons. The electric field is derived from the electron momentum equation and the definition of the electric current:

\[
\mathbf{E}(r,t) = -\mathbf{U}_d(r,t) \times \mathbf{B}(r,t)
\]

(2a)

\[
\mathbf{U}_d(r,t) = \mathbf{U}_{H^+}(r,t) - \mathbf{j}(r,t)/n_e(r,t)
\]

(2b)

Here \( \mathbf{U}_d, \mathbf{U}_{H^+}, \mathbf{j} \) and \( e \) are the electron bulk velocity, bulk velocity of protons, the electric current, and the positive unit charge, respectively (see e.g., Kallio, 2005, for the details of a 3D hybrid model simulations for a Moon-type of airless objects without an intrinsic magnetic field). The object is assumed to be an insulator (resistivity \( 1 \times 10^{13} \Omega \text{m} \)) into which the IMF can diffuse (see Holmström et al., 2012, for the details of the model). The upstream parameters were \( n(\text{H}^+) = 7.1 \text{ cm}^{-3}, U(\text{H}^+) = [-450, 0, 0] \text{ km/s}, T(\text{H}^+) = 1.2 \times 10^5 \text{ K} \) and the IMF was \( \mathbf{B} = [7/\sqrt{2}, 7/\sqrt{2}, 0] \text{ nT} \).

Fig. 2 shows a snapshot of the magnetic field magnitude obtained from the hybrid model run for the Moon. In the run the grid cell size was \( 200 \times 200 \times 200 \text{ km}^3 \). The simulation domain size is 12,000 km along the x-axis, and 8000 km along the y- and z-axis. An important feature in the Moon case is that the IMF diffuses into the body and no bow shock is formed upstream of the object. Therefore, the solar wind is practically undisturbed on the dayside (SZA < 90°). On the other hand, on the nightside of the Moon a long magnetic wake is formed, as seen in Fig. 2, and this region (SZA > 90°) is highly distorted.

2.2. Electrostatic PIC model

In the electrostatic PIC simulation both ions and electrons are modelled as particles. In contrast to the hybrid model the plasma is not assumed to be quasi-neutral and, consequently, charge separation can occur. In the PIC model the external force \( \mathbf{F} \) in Eq. (1a) includes only the gravitational force. The electric field is derived from the electric potential (Eq. (3)), \( \phi \), which in turn is...
obtained from the total electric charge density, \( \rho_p \), from the Poisson's equation (Eq. (4)):

\[
E(r, t) = -\nabla \phi(r, t) \tag{3}
\]

\[
\nabla^2 \phi(r, t) = -\rho_p \rho(\xi, t) / \epsilon_0 \tag{4}
\]

Here \( \epsilon_0 \) is the electric permittivity of free space. As already mentioned, in the runs presented in this paper the PIC model was electrostatic, that is, the magnetic field was not assumed to have a time dependency. Moreover, in the analysed PIC simulations the magnetic field was assumed to be zero. The boundary condition on the solar wind wall at \( x = 100 \) m is that the electric field is zero, therefore, the electric potential is a constant. The length of the cell was 0.25 m.

The architecture of the DPEM model enables injection of the protons that have impacted the surface in the hybrid model into the PIC model. The properties of the precipitating protons were tested by examining with the hybrid model when density, bulk velocity and thermal velocity of the solar wind were 7.1 cm\(^{-3}\), \([-450, 0, 0]\) km/s and 1.2 \times 10^5 K, respectively. The IMF was assumed to be \([-4.95, +4.95, 0]\) nT. The plasma density, \( n \), three bulk velocity components, \( U_x, U_y, U_z \), and three temperature components, \( T_x, T_y, T_z \), were derived for the three planetary objects by using the algorithms (see, e.g. analysis in Kallio et al., 1997).

\[
n = \frac{R}{t} \frac{\sum_{i} w_i}{|v_i - \mathbf{r}_i|} \tag{5a}
\]

\[
\mathbf{U} = \frac{\sum_{i} v_i w_i |v_i - \mathbf{r}_i|}{\sum_{i} |v_i - \mathbf{r}_i|} \tag{5b}
\]

Here \( R \) is the radius of the planetary object, \( \mathbf{r}_i = (x_i, y_i, z_i) \) is the position vector where the ion \( i \) hits the surface, \( \mathbf{v}_i = (v_{ix}, v_{iy}, v_{iz}) \); the velocity vector of an ion \( i \) which hits the sphere, \( dA_{\text{collected}} \) is the area on the planetary sphere from where the particles were collected on the surface, \( dT_{\text{collected}} \) is the particle accumulation time, \( m_p \) is the mass of a proton and \( k_B \) is the Boltzmann's constant. The sum is over all particles that hit the surface \( dA_{\text{collected}} \) during a time interval \( dT_{\text{collected}} \). The subscript \( k \) in Eq. (5c) shows the component of the velocity, i.e. \( x, y \) or \( z \). The particles were collected in 10° SZA angle bins from SZA=0° up to the SZA where the last hit on the surface was recorded. For the Moon, Phobos and asteroid RQ36 \( dT_{\text{collected}} \) was 50 s, 10 s and 0.3226 s, respectively.

An important feature of the derived parameters was that the plasma parameters on the dayside were much like in the undisturbed solar wind. Another important feature is that there were no hits of \( H^+ \) ions on the surface of the Moon, Phobos and RQ36 at SZA values larger than \( \sim 107^\circ, \sim 105^\circ \) and \( \sim 105^\circ \), respectively (c.f. Fig. 3d). This limitation is related to the fact that the hybrid model assumes quasi-neutrality while in reality a charge separation takes place on the nightside which results in an ambipolar electric field accelerating protons deep into the tail (see e.g. Kallio, 2005, and references therein). Moreover, the number of precipitating particles decrease rapidly at SZA > 90° which causes statistical fluctuations to the estimation of the particle density (Fig. 3a) and particle temperature (Fig. 3c). This result indicates that the hybrid model cannot give accurate plasma parameters on the nightside near the surface for the PIC simulation. Therefore, only the dayside region is analysed in this study with the PIC model and the plasma is assumed to be undisturbed. Note that non-disturbed plasma parameters on the surface are, indeed, expected to exist because objects in the hybrid model absorb particles and let the IMF diffuse inside them without the formation of an obstacle or a bow shock above the surface (c.f. Fig. 2).

Localised 2D PIC simulations were made for six different SZA values (0°, 15°, 30°, 45°, 60° and 75°) assuming that the surface is a plane. The Moon is assumed to be in the nominal solar wind where density, bulk velocity, and kinetic temperature of the undisturbed solar wind protons were 10 cm\(^{-3}\), 400 km/s and 10 eV, respectively. The bulk velocity of electrons was also 400 km/s. The thermal velocity of electrons was 1.36 \times 10^5 km/s, which corresponds to temperatures of about 10.5 eV. The density of the solar wind electrons was adjusted to have quasi-neutrality on the solar wind wall. The surface effect was taken into account by multiplying the solar wind velocity and the flux of the photoelectrons by cos(SZA), i.e. taking into account the velocity component normal to the surface.

Fig. 4 shows the electric potential in the analysed cases. All potentials are non-monotonic and have local minimum values when the electric field changes its direction. The electric field points upward/downward below/above the local minimum, respectively. This means that positively charged particles are accelerated upward just above the surface and downward near the solar wind wall in the simulation. The most important parameter from the MC modelling point of view is the surface potential. As seen in Fig. 4, the surface potential decreases with increasing SZA. Moreover, in the analysed cases the surface potential is positive at least up to SZA=60° and becomes negative between SZA=60°–75°. The density of photoelectrons, solar wind electrons, and protons as well as technical details about the developed PIC code can be found in the companion paper (Dyadechkin et al., 2015).

It is important also to note that in this study the dust particles were assumed to be positively charged. As can be seen in the PIC model (Fig. 4), the electric field points upward at the planetary surface, dT_{\text{collected}}
surface in all analysed SZA values. Moreover, taking into account (1) the boundary condition $E = 0$ at the solar wind wall ($x = 100$ m), and (2) the assumption that there is no electric charge outside of the simulation box, Gauss' law states, that the total electric charge within the PIC simulation box has to be zero. In this situation an upward pointing electric field on the surface indicates that the surface is positively charged. The dust particles in the MC simulation are originating from the surface. Due to EUV light the dust particle surfaces emit photoelectrons similarly as other surface regions of the object and in this study the dust particles were assumed to be positively charged in the MC model.

### 2.3. Monte Carlo model

In the Monte Carlo model the motion of a dust particle of a mass $m_{\text{dust}}$, an electric charge of $q_{\text{dust}}$, and an initial velocity is influenced by a prescribed force field. In the cases analysed in this paper the forces were the Lorentz force $qE + qv \times B$ c.f. Eq. (1a) and the gravitational force. In the Moon and asteroid RQ36 simulations the IMF was assumed to be $[-4.95, +4.95, 0.0]$ nT and in the Phobos simulations $[-1.63, +2.52, 0.0]$ nT. The convection...
Because of the aforementioned uncertainties several choices have been made in the MC simulations to study the sensitivity of the results to the input parameters. First, simulations were made for different masses, charges and velocities of dust particles. Second, the role of the planetary surface charge, which affects the acceleration of charged dust particles, was studied by making runs with and without surface charging. Third, two different dust source models were analysed: A full surface dust emission case and a point source dust emission case. Fourth, the density of the dust is given in normalized values because the particle flux of dust is not known. Fifth, the initial velocity distribution function of dust particles emitted from the surface was assumed to be Maxwellian.

2.3.1. Debye layer region

Fig. 5 shows 1D density profiles of dust particles within the Debye layer in the analysed “cold” and “hot” cases. In the 2D MC runs the dust particles had the mass of $6.2832 \times 10^{-18}$ kg ($\sim 3.76 \times 10^9$ amu, where amu is the atomic mass unit, about the same as the mass of a proton of $1.67 \times 10^{-27}$ kg), and the electric charge of $+3.5322 \times 10^{-17}$ C ($\sim 221$ e, where e is the positive unit charge of $1.602 \times 10^{-19}$ C). The adopted dust mass and electric charge has the same order of magnitude as the dust ($\sim 5.3 \times 10^9$ amu, $\sim 105$ e) which has recently been used to study the dust density above 2D lunar surfaces. The adopted mass and charge values correspond to a dust particle with a radius of $\sim 0.05$ μm and a potential of $\sim 3$ V (Dyadechkin et al., 2015).

Densities were derived for the six electric potential cases shown earlier in Fig. 4. The densities from the 2D MC model given in Fig. 5 are derived along the $x$-axis at $y=0$ m. In the 2D PIC model, the $x$-axis is the vertical axis pointing away from the surface, and the $y$-axis is the horizontal axis. Initial mass for the dust were chosen to give an example of the situation where the role of the electric potential can be identified in dust densities. The simulated region was $x=[0, 100]$ m, the grid size was 0.25 m, the time step was 0.01 s and the duration of the simulation was 50 s.

The “cold” dust run is shown in Fig. 5a (the Run PIC-1). In this run dust was launched from the surface with a 3D Maxwellian velocity distribution function with a bulk velocity of 10 m/s and thermal velocity of 1 mm/s. In this “cold” dust case, or a “beam” dust case, the adopted thermal velocity was therefore much smaller than the bulk dust velocity and the maximum dust density value can be found at the altitude where the dust upward moving velocity changes its direction to downward velocity.

Fig. 5b represents the “hot” dust case (the Run PIC-2) where the thermal velocity of 2 m/s is comparable with the bulk velocity of 10 m/s. Thermal spread results in the situation where dust particles turn back to surface at different altitudes resulting in a spreading of the dust density around the maximum dust density. In the “hot” dust case, as in the “cold” dust case, the altitude of the maximum dust density decreases with increasing SZA because the surface charging decreases with increasing SZA.

As will be discussed in detail later in Section 3.1, it is not known how large the amount of detached dust particles from the surface can become and what might be their masses, electric charges and the velocity distribution functions. Dust particles can be envisioned to be lifted from the surface by micrometeoroid impacts or by a human activity such as walking, driving a lunar rover or landing of a spacecraft. Dust lifting by electrostatic forces has also been a topic of numerous studies (see e.g. Farrell et al., 2007). The particle flux of dust from the surface is also an unknown parameter.
layer increases the maximum altitude and the high SZA case where the maximum altitude is decreased by the Debye layer.

2.3.2. 3D MC model

The 3D dust density distribution function cannot be derived with the similar small grid size as shown in Fig. 5 because of the high computational cost. Therefore, the role of the surface charge was taken into account in the following way. First, the Debye layer region was removed from the 3D MC simulation region. Second, the effect of the removed Debye layer was taken into account by modifying the radial (upward) velocity of a dust particle which is launched in the MC model at SZA, \( v_{\text{Maxwell}}^{\text{PIC}}(\text{SZA}) \), by using the surface potential at the launch point, \( q_d^{\text{PIC}}(\text{surf}(\text{SZA})) \), which is derived from the PIC model:

\[
\frac{1}{2} m_{\text{dust}} v_{\text{Maxwell}}^{\text{PIC}}(\text{SZA})^2 + m_{\text{dust}} q_d(t) = \frac{1}{2} m_{\text{dust}} v_{\text{Maxwell}}^2 + m_{\text{dust}} U(0) + q_d q_d^{\text{PIC}}(\text{surf}(\text{SZA}))
\]

\[
\Rightarrow v_{\text{Maxwell}}^{\text{PIC}}(\text{SZA}) = v_{\text{Maxwell}} \left( \frac{2 \left( m_{\text{dust}} q_d^{\text{PIC}}(\text{surf}(\text{SZA})) \right) - 2 \left( U(h) - U(0) \right)}{v_{\text{Maxwell}}^2} \right)
\]

Here \( v_{\text{Maxwell}} \), \( U(h) \), \( U(0) \), are respectively the radial velocity component derived from the 3D Maxwellian velocity distribution generator of the MC model, the gravitational potential at the height \( h \) from the surface, and the gravitational potential on the surface. The two velocity components along the surface were unchanged by the electric potential. As pointed out before, the properties of precipitating protons at the dayside in all three analysed objects were much like the undisturbed solar wind protons on the dayside. Therefore, similar SZA dependent surface potentials were used for all objects at SZA < 90° as shown in Fig. 4. At higher SZA values the surface potential was assumed to be zero because the hybrid model does not give accurate plasma parameters near the surface, as also noted before.

It is worth recalling how the surface potential affects the radial velocity in Eq. (7). As discussed in Section 2.2, the surface as well as the dust particles can be regarded as positively charged at SZA < 60°. However, a dust particle can also be non-charged because of the low surface charging, as will be discussed in detail later in Section 3.1. A situation where a dust particle is positively charged means that the term \( m_{\text{dust}} q_d^{\text{PIC}}(\text{surf}(\text{SZA})) \) in Eq. (7) is positive at SZA < 60° and, consequently, that a dust particle which has passed through the Debye layer has increased its radial velocity. This also means that the surface potential increases the number of dust particles which can escape from the Debye layer because low velocity dust particles can get enough energy to move to high altitudes in the gravitational field. At SZA = 75°, instead, the surface potential is negative and a positively charged dust particle which has passed through the Debye layer has decreased its radial velocity. Therefore the surface potential decreases the number of small velocity dust particles which can escape from the Debye layer at high SZA values.

In all 3D MC runs identical upstream parameters were used to see the effect of the size of the object. The 3D MC model used periodic boundary conditions and the grid size was 0.125 times the radius of the object. The time steps in the 3D MC Moon, Phobos and RQ36 runs were 20 s, 20 s and 1 s, respectively.

2.3.2.1. Asteroid RQ36. The first analysed object is the asteroid RQ36. Fig. 6 shows the simulated normalized 3D dust densities when the roles of the initial velocity and the mass of a dust
particle as well as the dust emission site were studied. In all cases in Fig. 6 the surface potential was assumed to be zero to study later its role. The charge of the dust particle was +350 e. The four runs, their basic input parameters and the main characteristic features of the solution are the following:

1. Run RQ36-1 (Fig. 6a)

No surface charging. Dust particles are emitted homogeneously through the entire surface of an object mimicking the situation when the asteroid is within large homogeneous and isotropic micrometeoroid cloud. The mass and the charge of a dust particle were \(3.7 \times 10^9\) amu and +350 e, respectively. The initial bulk velocity in the Maxwellian velocity distribution function of the dust particles was zero but they had a non-zero temperature of 300 K which corresponds to the thermal speed of about 0.03 m/s (\(= \sqrt{k_B T / m_{dust}}\)). Dust particles are bound to the surface and do not escape from the asteroid where the escape velocity is 0.2 m/s.

2. Run RQ36-2 (Fig. 6b)

In this case, the dust particles are injected from a single source point on the surface, mimicking the localised micrometeorite impact or emission caused by a human/robotic activity on the surface. The particles are injected from the source point located at \((x, y, z) = (R, R, R)/\sqrt{3}\), where \(R\) is the radius of the object, with initial velocity of 0.2 m/s, i.e. equal to the escape velocity. The dust particles can at this high velocity leave the object, while in the Run RQ36-1 the dust particles were all gravitationally bound to the asteroid.

3. Run RQ36-3 (Fig. 6c)

Simulation parameters for this run are identical to those in the Run RQ36-2, except that the mass of the dust particle was \(3.7 \times 10^8\) amu, i.e., 10 times smaller than in the runs RQ36-1 and RQ36-2. The smaller mass results in a more extended dust cloud around the asteroid.

Fig. 7. Normalized dust densities around asteroid RQ36 on the (left columns) xy-plane and (right columns) on the xz-plane when the surface potential is included. The run on the top (RQ36-5)/bottom (RQ36-6) is otherwise similar than the Run RQ36-1/RQ36-4 shown in Fig. 6. The densities in panels (a) and (b), are snapshots at 6000 s and 7500 s after the continuous emission was started, respectively. In the plots the Sun is on the right.
Fig. 8. Normalized dust densities around Martian moon Phobos on the (left columns) xy-plane and on the (right columns) xz-plane at four MC model runs. In panels (a) and (b) there is no surface charging but in panels (c) and (d) the surface charging is added. Dust was emitted from the full surface in panels (a) and (c) and (d) while the panel (b) shows the point source situation. The densities in panels (a), (b), (c) and (d) are snapshots at 10,000 s, 7500 s, 10,000 s and 40,000 s after the continuous emission was started, respectively. In the plots the Sun is on the right.
4. Run RQ36-4 (Fig. 6d)

In this run, the dust particles are released from a single point that is located in the 2D xy-plane at SZA=45° i.e. at (x, y,z)=(R, 0, 0)/√2. The initial velocity for the dust particles in this simulation was increased to 0.4 m/s, i.e., to larger values than the escape velocity.

The effects of the surface charge in asteroid RQ36 was studied in Fig. 7. In this case, the inputs are similar to those in the two previous examples with the difference that the surface charge from the PIC model is included. The two new runs are the following.

5. Run RQ36-5 (Fig. 7a)

Simulation parameters for this run are similar to those in Run RQ36-1 except that the surface potential is now non-zero on the dayside. It can be seen that the surface potential charging has a considerable effect on dust motion near the asteroid, allowing dust particles to escape from the dayside in the analysed cases with initial parameters. Note that dust particles cannot escape from the nightside because the surface potential in the model was zero there.

6. Run RQ36-6 (Fig. 7b)

In this example dust particles are released from a single source point on the surface which is on the xy-plane at SZA=45°. Simulation parameters are similar to those in Run RQ36-4, except that now the surface charging is included. Similarly, as in the Run RQ36-4, dust particles have an initial velocity prior to the surface charging. Therefore, the initial velocity of the particles is nearly 10 times larger than the escape velocity from the asteroid. In this case a jet-like stream of escaping dust particles is formed, as seen in Fig. 7b.

Overall, when comparing Figs. 6 and 7, it is illustrated how the surface charging can affect the density distribution of the analysed dust particles. The detailed 3D density distribution depends, however, on the initial properties of the dust particles. Therefore, dust particles with different masses, charges and initial velocities can have very different 3D density profiles. The role of the initial parameters will be discussed later in detail in Section 3.1.

2.3.2.2. Phobos moon. The Martian moon Phobos is an example of an object with the size between the small asteroid RQ36 and the Moon. Fig. 8 shows an example of simulation runs which are similar to those done for the asteroid RQ36.

1. Run Phobos-1 (Fig. 8a)

This run has similar inputs as the Run RQ36-1: Initial velocity, temperature, mass and the charge of dust particles are 0 m/s, 300 K, 3.7 × 10^6 amu and +350 e, respectively. There is no surface charging and dust was emitted from the entire surface of Phobos. As in the asteroid RQ36-1 case dust particles do not have enough velocity to form an extended dust cloud far above the object.

2. Run Phobos-2 (Fig. 8b)

In this run, all the simulation parameters are similar to those in Run Phobos-1, but now the dust emission is from a single point source which is on the xy-plane at SZA=45°. Note that the initial velocity of a dust particle (U=121.1 m/s, T=5 × 10^7 K) is larger than the escape velocity from Phobos (~11 m/s). Note also the formation of a dust plume around Phobos.

3. Run Phobos-3 (Fig. 8c)

The simulation parameters for this run are similar to those in Run Phobos-1 except that now the non-zero surface charging is included on the dayside. The surface potential is similar to the surface potential applied in Run RQ36. Note how the surface potential accelerates dust particles upward, and a clear 3D dust cloud is formed around Phobos on the dayside.

---

### Table 1
Summary of the analysed MC runs and the input parameters used for the dust particles. The dust is emitted from the surface with a 3D Maxwellian velocity distribution function with the radial bulk velocity (U_{dust}) and temperature (T_{dust}) or the thermal speed (U_{dust}^{therm}). The second last column on the left is a parameter \(c_p\) which represents the role of the surface charge in Eq. (8b). The charge and the mass of the dust particle is given in elementary charge (− the charge of an electron) and atomic mass unit, amu, (−the mass of a proton), respectively. The velocity used to calculate \(c_p\) in the PIC-2 run was taken to be 12 m/s (−U_{dust}+U_{dust}^{therm}) for simplicity. Values \(c_p\) are derived for the surface potential +3 V which is the case near the subsolar point in the analysed input parameter cases.

<table>
<thead>
<tr>
<th>Name of the run</th>
<th>Object</th>
<th>(m_{dust}) (amu)</th>
<th>Surf. charg. included</th>
<th>(U_{dust}) (m/s)</th>
<th>(T_{dust}) or (U_{dust}^{therm})</th>
<th>(c_p) (E_{dust}/m_{dust})</th>
<th>Dust source</th>
</tr>
</thead>
<tbody>
<tr>
<td>PIC-1</td>
<td>The Moon</td>
<td>3.76 × 10^9</td>
<td>Yes</td>
<td>+221 e</td>
<td>10</td>
<td>1 mm/s</td>
<td>entire surface</td>
</tr>
<tr>
<td>PIC-2</td>
<td>The Moon</td>
<td>3.76 × 10^9</td>
<td>Yes</td>
<td>+221 e</td>
<td>10</td>
<td>2 m/s</td>
<td>entire surface</td>
</tr>
<tr>
<td>RQ36-1</td>
<td>RQ36</td>
<td>3.7 × 10^9</td>
<td>No</td>
<td>+350 e</td>
<td>0</td>
<td>300 K</td>
<td>entire surface</td>
</tr>
<tr>
<td>RQ36-2</td>
<td>RQ36</td>
<td>3.7 × 10^9</td>
<td>No</td>
<td>+350 e</td>
<td>0.2</td>
<td>300 K</td>
<td>1.4 × 10^3 point</td>
</tr>
<tr>
<td>RQ36-3</td>
<td>RQ36</td>
<td>3.7 × 10^9</td>
<td>No</td>
<td>+350 e</td>
<td>0.2</td>
<td>300 K</td>
<td>1.4 × 10^4 point</td>
</tr>
<tr>
<td>RQ36-4</td>
<td>RQ36</td>
<td>3.7 × 10^9</td>
<td>No</td>
<td>+350 e</td>
<td>0.4</td>
<td>300 K</td>
<td>3.4 × 10^4 point</td>
</tr>
<tr>
<td>RQ36-5</td>
<td>RQ36</td>
<td>3.7 × 10^9</td>
<td>Yes</td>
<td>+350 e</td>
<td>0</td>
<td>300 K</td>
<td>entire surface</td>
</tr>
<tr>
<td>RQ36-6</td>
<td>RQ36</td>
<td>3.7 × 10^9</td>
<td>Yes</td>
<td>+350 e</td>
<td>0.4</td>
<td>300 K</td>
<td>3.4 × 10^3 point</td>
</tr>
<tr>
<td>Phobos-1</td>
<td>Phobos</td>
<td>3.7 × 10^6</td>
<td>No</td>
<td>+350 e</td>
<td>0 m/s</td>
<td>300 K</td>
<td>entire surface</td>
</tr>
<tr>
<td>Phobos-2</td>
<td>Phobos</td>
<td>3.7 × 10^6</td>
<td>No</td>
<td>+350 e</td>
<td>0 m/s</td>
<td>300 K</td>
<td>entire surface</td>
</tr>
<tr>
<td>Phobos-3</td>
<td>Phobos</td>
<td>3.7 × 10^6</td>
<td>Yes</td>
<td>+350 e</td>
<td>0 m/s</td>
<td>300 K</td>
<td>entire surface</td>
</tr>
<tr>
<td>Phobos-4</td>
<td>Phobos</td>
<td>3.7 × 10^6</td>
<td>Yes</td>
<td>+350 e</td>
<td>0 m/s</td>
<td>300 K</td>
<td>entire surface</td>
</tr>
<tr>
<td>The Moon</td>
<td>The Moon</td>
<td>3.7 × 10^9</td>
<td>No</td>
<td>+350 e</td>
<td>3 km/s</td>
<td>300 K</td>
<td>6.0 × 10^-5 entire surface</td>
</tr>
</tbody>
</table>

---
The last term in Eq. (8a) on the right hand side, \( c_\phi \), does not include effects of the Debye layer but only non-electromagnetic effects. Effects of the Debye layer are in the term \( c_\psi \), which is the ratio between the electric potential of a dust particle within the Debye layer and the kinetic energy of a dust particle on the surface. If \( c_\psi \) is larger than 1, the radial velocity is increased, and if \( c_\psi \) is smaller than one the radial velocity is decreased by the Debye layer. Let us now consider the case when \( c_\psi > c_\phi \) which can take place when the Debye layer is very narrow, the dust particle is light, the surface potential is strong or when the dust particle is strongly charged. In this case the initial radial velocity is changed by a factor of \( \sqrt{1 + c_\psi} \) when it exits from the Debye sheath.

Table 1 gives the summary of the evaluated 2D and 3D MC runs and of the input parameters for the dust particles. It also shows the corresponding values for \( c_\psi \) in the cases when the bulk velocity was non-zero.

The \((v_\text{r}, m/q)\)-phase space plot in Fig. 10 shows how \( c_\psi \) depends on the \((m/q)\) ratio of a positively charged dust particle with initial velocity \( v_\text{r} \) at the SZA=0° case where the surface charge in the analysed PIC simulation was about \(+3 \text{ V}\) on the surface (c.f. Fig. 4), Note that Fig. 10 divides the \((v_\text{r}, m/q)\)-phase space into two regions. In the region \( c_\psi < 0.1 \) the contribution of the surface potential to the initial velocity is small because the acceleration is less than five percent (\( \sqrt{1 + 0.1} = 1.0488 \)). In this parameter range the 3D density profile in the MC simulation depends on the initial velocity, and the PIC simulation results are not needed in the 3D MC simulation. In the region \( c_\psi > 10 \), instead, the role of the Debye layer is important because the radial velocity of a dust particle which has passed the layer is over three times the initial radial velocity (\( \sqrt{1 + 10} = 3.166 \)). In this range the PIC simulation forms a “link” in the DPEM model between the 3D hybrid model and the 3D MC models.

The \((v_\text{r}, m/q)\)-phase space plot in Fig. 10 also illustrates how the six \((v_\text{r}, m/q)\) cases analysed in this paper differ from each other in terms of \( c_\psi \). Initial dust parameters on the Phobos and asteroid RQ36 cases are chosen in the region where the surface charging is important while the dust charging is not important in the analysed Moon case. The local 2D MC simulation was an “intermediate” case between the Phobos/asteroid RQ36 and the Moon cases. The dust cases analysed in this study provide therefore examples of cases where the role of the surface charging varies. It should also be noted than in the MC model the surface charging was assumed to be zero on the nightside. According to Fig. 10 this can be interpreted as mimicking a situation where the phase space point \((v_\text{r}, m/q)\) was in the \( c_\psi < 0.01 \) region.

### 3. Phase space and the role of the Debye layer

The PIC model has a special role in the DPEM modelling suite because it transfers information from the hybrid model to the MC model by linking the properties of the 3D plasma environment and the 3D dust environments. Connecting the hybrid model and the MC model was achieved via the surface potential. The effect of the surface potential on the dust densities has been discussed briefly already in Section 2.3.2, but it is useful to examine it quantitatively. This can be done by analysing Eq. (7) and writing it in the form

\[
\psi_\text{MC}(\text{SZA}) = \psi_\text{Maxwell} \sqrt{1 + c_\psi - c_\phi} \tag{8a}
\]

\[
c_\psi = \frac{\psi_\text{MC}}{\psi_\text{Maxwell}} = \frac{q_\text{dust} \psi_\text{surf}(\text{SZA})}{2m_\text{dust} (\psi_\text{Maxwell})^2} \tag{8b}
\]

\[
c_\phi = \frac{c_\psi}{E_\text{r}} = \frac{\psi_\text{surf}(U(\text{h}_k) - U(0))}{2m_\text{dust} (\psi_\text{Maxwell})^2} \tag{8c}
\]

One highly critical yet unknown initial condition, which is needed to estimate properties of dust, in addition to the initial velocity of a dust particle, is the electric charge. It is illustrative to estimate what the charge of a dust particle on the object surface would be in the analysed surface electric field cases.

One way to estimate the charge of the surface and the dust on it is to assume that the charge is homogeneously distributed on a planar surface, that is, to assume there is a constant surface charge density \( \sigma [\text{C/m}^2] \) on the surface of all material particles connected to the surface. If the electric field on the surface is \( E_{\text{surf}} \), then \( \sigma \) is equal to \( 2\varepsilon_0 E_{\text{surf}} \) according to Gauss’ law. In the analysed SZA=0° case \( E_{\text{surf}} \sim +3 \text{ V/m} \) and, therefore, \( \sigma \sim 5.31 \times 10^{-11} \text{ C/m}^2 \sim 3.3 \times 10^{-4} \text{ e/µm}^2 \). This shows that only about less than one of every 10 thousand micron size dust particle has an electron while the other dust particles are non-charged.

If we then assume that a spherical dust particle of the radius \( r_\text{dust} \) and the surface area of \( A_{\text{dust}} \) has the same surface charge density as the surface, the charge of the dust particle on the
where the electric charge is given in the unit of the elementary charge $e$ and the radius is given in μm. As Eq. (9) indicates, the charge of a micron size dust particle is very small in the analysed cases. For example, the radius of a dust particle has to be about 15 μm for the dust particle to carry the charge of an electron, and about 150 μm to have a charge of 100 electrons, which is in the order of the charge of a dust particle analysed in the paper. Such a particle would be very large and, consequently, very heavy. For example, if we assume a spherical dust particle with a mass density, $\rho_{\text{dust}}$ of 3 g cm$^{-3}$ the mass of a 1e particle would be $\sim 3 \times 10^{19}$ amu and for a 100e particle would be $\sim 3 \times 10^{20}$ amu. This means that the $m_{\text{dust}}/q_{\text{dust}}$ ratio of a 1e and a 100e dust particle would be $\sim 3 \times 10^{16}$ amu/e and $\sim 3 \times 10^{19}$ amu/e, respectively. These high mass values are outside the range in Fig. 10 and belong to the region where the Debye layer is not important.

This analysis suggests that if the surface is made of equal size spherical charged particles with size one micron or less, most of the dust particles would have zero charge. A more accurate estimation should take into account non-spherical shaped dust particles. A sphere is a geometrical shape where the surface area/volume ratio is in its minimum. Therefore, the mass of a non-spherical particle associated with the $A_{\text{dust}}$ is smaller than for a spherical particle. It is, however, unlikely that a non-spherical “fluffy” shape of a particle could decrease the mass per charge ratio many orders of magnitude.

Therefore, some other more effective dust charging mechanisms than photoemission by EUV is needed to result in dust charges analysed in this paper if we assume a homogeneously distributed electric charge on a planar surface. Other surface charging sources could be X-rays (Manka, 1973) or micrometeoroid impact ionisation (e.g. Collette et al., 2014). Secondary electrons also result in surface charging and their role has been studied widely, for example, when spacecraft charging has been analysed (e.g. Pavlo et al. 2014). Laboratory measurements have shown that dust particles are mobilised and transported on the surface near regions of differing secondary electron yields due to either their characteristic compositions or surface roughness, and that a few kV/m electric field can be formed near the surface (Wang et al, 2010). However, it is not clear how well the laboratory measurements can mimic real situations on the lunar surface and the complex surface/structure of the dust particles. Moreover, the question of how large the charge of a dust particle can be and what mechanism could lift dust particles from the surface is unknown.

The phase space shown in Fig. 10 illustrates the parameter range where the surface charging can have global effects on dust densities, i.e., when surface charging has substantial effects on the velocity of a dust particle after it has escaped from the Debye layer. However, it is also informative to analyse local effects, that is, a situation when the initial velocity of a dust particle is large enough to affect its motion within the Debye layer. It is interesting to consider how small a dust particle on a surface can be so that after emission of the minimum amount of electric charge, i.e., one photoelectron, it would have such a small m/q ratio that the surface potential would be important. If we assume again that the mass density of a spherical dust particle is 3 g cm$^{-3}$, the radius of a particle which has emitted one photoelectron and which $m/q$ ratio is $1 \times 10^{11}$ amu/e, $1 \times 10^{12}$ amu/e, $1 \times 10^{15}$ amu/e and $1 \times 10^{19}$ amu/e is $\sim 0.2$ μm, $\sim 0.1$ μm, $\sim 0.05$ μm, and $\sim 0.02$ μm, respectively. According to Fig. 10 those particles are close to the $\omega_{pi}=1$ line if their initial radial velocity is of the order of $\sim 0.06$ km/s, $\sim 0.3$ km/s, $\sim 0.8$ km/s, $\sim 3$ km/s, respectively. This implies that for a dust particle of radius, say, $\sim 0.02$ μm the initial velocity becomes locally important if it is of the order of 1 km/s, as demonstrated in 1D PIC simulations which showed that the maximum velocity of a levitating 0.02 μm dust particle is only few m/s (see Poppe and Horányi, 2010, Figure 11). However, it is not known how a dust particle could have an initial velocity of the order of km/s.

4. Discussion

This study describes the new unified DPEM modelling suite of three integrated kinetic models that enables local and global analysis of dust and plasma near an airless planetary object. The 3D hybrid model uses a hybrid modelling package built on the publicly available FLASH code (http://flash.uchicago.edu/site/flash code/), which has already been used to study the Moon–solar wind interaction (Holmström et al., 2012). The 3D MC model was also built around the FLASH code, and it uses a new dust software package developed for the DPEM model. The PIC model is a new code utilising the HYB software platform, which included initially a hybrid model (e.g. Kallio, 2005, and references therein), a 3D electromagnetic model, and then a 1D electrostatic model. Recently, the developed 2D PIC model has been extended to model also a non-planar surface (Dyadechkin et al., 2015).

The DPEM model provides a tool to analyse many aspects associated with the plasma and dust near the surface of an airless body, such as 1) the properties of plasma near the surface based on a 3D kinetic model (hybrid model), 2) to study electric potential and the dust density profiles within and near the surface (PIC model) and, finally, 3) to obtain 3D dust density profiles. The analyses imply that properties of the lifted dust strongly affect the dust densities locally and globally depending on the mass, charge and initial velocity of the dust.

Although the DPEM model links three individual models which are dedicated to analysing different plasma processes and plasma phenomena, the modelling suite can be regarded as the first step towards a real unified model for studying the dust environment of airless bodies. The one direction connection between the models Hybrid→PIC→MC (c.f. Fig. 1) manifests the challenge of the physical processes in a wide range of space and time scales. The fastest processes in the modelling suite are the electron plasma frequency ($\sim 9 \sqrt{n_e/(cm^{-3})}$ kHz) and the smallest space scale is the Debye length ($\sim 69 \sqrt{T_e/(K)/n_e/(m^{-3})}$ m) that are considered in the PIC model. Therefore, for example, in the PIC model the time step in the simulation, the running time, and the grid size were $5 \times 10^{-8}$ s, 2 ms and 0.25 m, respectively. These values were much smaller than those used in the MC model which considered the slowly moving dust particles in a 3D space. For example, in Figs. 6–9 the running time of the simulation was thousands of seconds.

Because of the highly different time and space scales in the three DPEM models, dust particles did not affect the properties of plasma in the PIC or hybrid model. In a completely unified model, instead, the link in a dusty-plasma model should be two way (Hybrid→PIC→MC). For example, dust particles can be a source of electrons, the so called dust electrons (e.g. Stubbs et al., 2011), which in turn affect the electron density and electron distribution function. A self-consistent model should include this effect into the PIC model. Moreover, the charge of a dust particle above the surface varies in time and it depends on the nearby plasma (see e.g. Nitter et al., 1998) while the charge of a dust particle was kept constant in the 2D PIC simulation (c.f. Fig. 5) and in the 3D MC simulations (c.f. Figs. 6–9) for simplicity. It is however a very challenging task to model the whole system fully self-consistently with present computational resources.

The nightside region was also modelled in a simpler manner by using a zero surface potential. This approach was chosen because the hybrid model does not give accurate plasma parameters near
the surface by or at midnight. It can be envisioned that a more realistic 3D dust distribution could be obtained when the PIC model uses, for example, observations or some other models. In addition, 2D landscapes can affect the electric potential and they should be included into the PIC model (see e.g. Zimmerman et al., 2011). Lunar magnetic anomalies also affect the properties of the precipitating solar wind protons and the electric potential near the surface (see, e.g. hybrid modelling by Jarvinen et al., 2014). In the future, such magnetic field regions could be simulated with the DPEM model by combining the 3D hybrid model which simulates magnetic anomaly globally and a local PIC simulation which gives electric potential within the Debye layer.

It should also be mentioned, that although the hybrid model in the DPEM suite enables to derive detailed knowledge of the properties of the solar wind protons near the terminator region and then used in the PIC simulation, in the analysed cases the detailed 3D velocity distribution information was not used in the PIC model. The reasons for this choice is based on the relatively small level of disturbance observed (c.f. Fig. 3). However, if the goal of the study would have been to analyse local property of the dust near the terminator region, for example, near the lunar polar regions, then the detailed velocity distribution function obtained from the hybrid model would have been highly important. It would also be interesting to test how the properties of the plasma differ near the terminator region at different solar wind conditions and, for example, when the Moon is in the Earth’s magnetosphere or when Phobos is in the induced Martian magnetosphere. Moreover, the hybrid model can also simulate cases when the solar wind plasma is non-Maxwellian. Such studies are, however, beyond the scope of the present work.

To interpret the results obtained in this study, it is important to bear in mind that the DPEM modelling suite does not model the initial dust particle injection from the surface of the planetary body. In other words, the DPEM model does not include information of how many dust particles are emitted at various places in the \((v_{\infty}, m/q)\)-phase space shown in Fig. 10. Therefore, the DPEM modelling suite cannot provide absolute dust density profiles without inclusion of an additional dust lifting modelling, based on the laboratory measurements of hypervelocity impacts, for example (see e.g. Frisch, 1992; Eichhorn and Eberhar, 1993; Lange and Ahrens, 1987), or dust lifting models based on the first physical principles of the forces affecting dust particles on the surface of an airless body (see e.g. Hartzell and Scheeres, 2011; Hartzell, 2012). For example, as can be seen in Fig. 10, the initial parameters of dust particles injected from the surface of RQ36 (Figs. 6–7) and Phobos (Fig. 8) were chosen in the phase space so that the surface electric potential has a significant contribution to the density of dust.

Modelling is also complicated due to the fact that the shape and surface area of the dust particles are highly irregular and relatively large, respectively (e.g. Liu et al., 2008 and Liu and Taylor, 2011). To be able to include these input parameters would be crucial to obtain a realistic 3D dust density profile. Therefore, more theoretical studies and laboratory measurements are called for to characterise more precisely the properties of lifted dust particles and the potential variability due to different bulk chemical composition. Moreover, different lunar missions and different observations have provided contradictory results about the properties of dust around the Moon (see e.g. Feldman et al., 2014) and, therefore, more dedicated remote sensing and in situ dust observations are needed. This will help in further understanding the interaction of the charged particles and the potential “dangling” surface bonds (free radicals) with the exterior and interior of the human body (e.g. Fubini and Hubbard, 2003; and Hurowitz et al., 2007) and technical instrumentation used on the lunar surface. This will enable a better understanding of the potential toxicity of the lifted dust particles and respective hazards to human health. Moreover, the improvements in models can also help to better protect scientific and technical instrumentation used on the lunar surface.

5. Summary

A new tool called the DPEM modelling suite has been developed to study dust environments of airless objects. This unified kinetic model was used to study three different planetary object sizes (the Moon, the Martian moon Phobos and the asteroid RQ36). The phase space analysis revealed regions in the initial velocity–mass-to-charge ratio phase space where the density of the dust particles was affected strongly by the electric field within the Debye layer. The study also showed how the 3D density distribution of such dust particles is affected by the Debye layer. Overall, the initial results presented in this paper suggested that when a realistic dust emission model is available, the unified DPEM modelling suite remains a powerful tool to study the dust environments of airless bodies such as moons, Mercury, asteroids and non-active comets far from the Sun.
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