Abstract

The Analyzer of Space Plasma and EneRgetic Atoms (ASPERA-3) on board Mars Express is designed to study the interaction between the solar wind and the atmosphere of Mars and to characterize the plasma and neutral gas environment in near-Mars space. Neutral Particle Detectors (NPD-1 and 2), which form part of the ASPERA-3 instrument suite, are Energetic Neutral Atom (ENA) detectors which use the time-of-flight (ToF) technique to resolve the energy of detected particles. In the present study, we perform a statistical analysis of NPD ToF data collected between 14 March 2004 and 17 June 2004 when Mars Express was located at the dayside of Mars looking toward the planet. After pre-processing and removal of UV contamination, the ToF spectra were fitted with simple analytical functions so as to derive a set of parameters. The behavior of these parameters, as a function of spacecraft position and attitude, is compared with a model, which describes ENA generation by charge exchange between shocked solar wind protons and extended Martian exosphere. The observations and the model agree well, indicating that the recorded signals are charge-exchanged shocked solar wind.
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1. Introduction

Energetic Neutral Atoms (ENAs) originate in the neutralization of energetic plasma by exospheric gases. In this charge-exchange (CE) process, an incoming ion captures an electron from the ambient neutral gas. The newly formed ENA retains both the energy and direction of the ion. Since ENAs are not affected by electromagnetic fields, they travel along straight lines just like photons. Their detection is, thus, usually referred to as “ENA imaging”. This technique is a useful way to remotely and globally study the property of the source plasma (Roelof and Williams, 1988). The ESA mission Mars Express carries a plasma and neutral particle package named the Analyzer of Space Plasma and Energetic Atoms (ASPERA-3) (Barabash et al., 2004). The Neutral Particle Detectors (NPD), part of ASPERA-3, is a neutral mass analyzer, and can resolve particle velocities and masses with low angular resolution. Since the solar wind (SW) interacts with Mars mainly through direct impact with its surface coating and start/stop electron optics. Nevertheless, NPD is still sensitive to UV and several post-acquisition UV suppression methods have been proposed (Futaana et al., 2006b, Galli et al., 2007). Here, we assume that the highest ToF channel contains only UV counts and no real data. In fact, for $H$, this channel corresponds to $E \approx 10$ eV, too low to be detected by the stop MCPs (for O, $E \approx 200$ eV, so that counts could represent a real ENA signal). The UV count rate for all other ToF channels can be calculated in the following way. We assume that some photons cause false start and stop signals with frequencies (respectively) $F$ and $F_o$, where $F = k F_o$ and $k > 1$. The ToF ($t$) distribution of these false events is: $f(t) = F_o^{-F}$. The total number of UV false counts per second is equal to $F_o^{-F}$; the number of UV false counts $N_{ij}$ between $t_i$ and $t_j$ is:

$$N_{ij} = F_o^{-F} \int_{t_i}^{t_j} \frac{F_o^{-F}}{e^{-F_o t} - e^{-F_o t'}} dt.$$  (1)

To obtain $F$ from this equation we calculate the Maclaurin expansion:

$$N_{ij} \approx -\frac{F_o^2}{k} (t_j - t_i) + \frac{F_o^3}{2k} \left( t_j^2 - t_i^2 \right) + \cdots$$  (2)

$k$ is usually around 30 (Futaana et al., 2006b), and is obtained from data headers. Here we have used the last channel ($t_i = 1514$ ns, $t_j = 1900$ ns) to obtain $F$ from Eq. (2). Then we calculated $N$ for the other channels and subtracted it from the (related) measured count rates. It is worth noting that, assuming only H-ENAs are present, it is safe also to use the last two or three channels ($E<40$ eV). In fact, in a preliminary test, we used a similar procedure with the last three channels and obtained similar results. An example of data before and after the removal of UV contamination is shown in Fig. 1.

3. UV filtering

UV suppression in the NPD is based on the coating of the start surface (to minimize UV efficiency), the coincidence of the start/stop signals and selection of the stop surface coating and start/stop electron optics. Nevertheless, NPD is still sensitive to UV and several post-acquisition UV suppression methods have been proposed (Futaana et al., 2006b, Galli et al., 2007). Here, we assume that the highest ToF channel contains only UV counts and no real data. In fact, for $H$, this channel corresponds to $E \approx 10$ eV, too low to be detected by the stop MCPs (for O, $E \approx 200$ eV, so that counts could represent a real ENA signal). The UV count rate for all other ToF channels can be calculated in the following way. We assume that some photons cause false start and stop signals with frequencies (respectively) $F$ and $F_o$, where $F = k F_o$ and $k > 1$. The ToF ($t$) distribution of these false events is: $f(t) = F_o^{-F}$. The total number of UV false counts per second is equal to $F_o^{-F}$; the number of UV false counts $N_{ij}$ between $t_i$ and $t_j$ is:

$$N_{ij} = F_o^{-F} \int_{t_i}^{t_j} \frac{F_o^{-F}}{e^{-F_o t} - e^{-F_o t'}} dt.$$  (1)

To obtain $F$ from this equation we calculate the Maclaurin expansion:

$$N_{ij} \approx -\frac{F_o^2}{k} (t_j - t_i) + \frac{F_o^3}{2k} \left( t_j^2 - t_i^2 \right) + \cdots$$  (2)

$k$ is usually around 30 (Futaana et al., 2006b), and is obtained from data headers. Here we have used the last channel ($t_i = 1514$ ns, $t_j = 1900$ ns) to obtain $F$ from Eq. (2). Then we calculated $N$ for the other channels and subtracted it from the (related) measured count rates. It is worth noting that, assuming only H-ENAs are present, it is safe also to use the last two or three channels ($E<40$ eV). In fact, in a preliminary test, we used a similar procedure with the last three channels and obtained similar results. An example of data before and after the removal of UV contamination is shown in Fig. 1.

4. Data analysis

To determine the characteristics of the ENA spectra, we fitted every spectrum with the sum of a Gaussian function plus a constant threshold, which represents residual noise:

$$f(x) = A \exp\left(-\frac{(\ln(E) - p)^2}{2 \sigma^2}\right) + c_{\text{noise}},$$  (3)

where $A$, $p$, $\sigma$, and $c$ are free parameters. To preserve the original statistical weight of the count rate of each channel,
we applied this procedure directly to the UV-filtered data \( N \). Then we deduced the energy spectra \( F(E) = f/\Delta E \) and the ToF spectra \( F(t) = f/\Delta t \) (see Appendix for details). We decided to discard all those spectra that looked “suspect” in any way (for example, those spectra where a single channel displayed an unreasonably high value). The total number of spectra to be processed (\( S \)) after this phase, was \( \sim 10^4 \). NPD1-0 failed in early stage and has poor statistics. Thus, its data have been excluded. The spatial statistical coverage of the valid data can be deduced from Fig. 2; most of the data were collected at a planetocentric distance (\( r \)) between 1.5 and 2 Mars’ radii (\( R_M \sim 3400 \text{ km} \)) and at a solar zenith angle (\( \alpha \)) from the Sub-Solar Point (SSP) between 40° and 70°. After the best-fit procedure (least squares method), we obtained an array of \( S \) values for \( A, p, \sigma, \) and \( c \). We also calculated the integrated count-rate between 350 eV and 3.5 keV (\( I \)), by integrating the Gaussian function only. Due to the absence of an intrinsic,
global magnetic field (Acuna et al., 1998), we can assume, to a first approximation, that the plasma flows around the planet, and hence the ENA distribution, displays cylindrical symmetry, assuming that the possible influence of the IMF is smoothed out in our statistical study. Hence, we have defined a cylindrical coordinate system: (x from Mars’ center to Sun; y perpendicular to x), with a resolution of 0.1R_M. Taking into account the average s/c velocity, ΔT corresponds to less than 100 km. Hence, the temporal integration does not affect our spatial resolution significantly. Next, we calculated the mean value of each parameter within each grid cell. In Fig. 2 we show the results from this procedure in terms of I and A. The width σ is approximately uniform and around 0.8; p is between 0.5 and 1 keV (where A is relevant).

5. Interpretation of data

Even though the sector count rates are not inter-calibrated, it is possible to assume, as a zero-order hypothesis, that the relative count rates reflect the relative incoming flux. Under this assumption, the detected flux is higher in NPD1-1 and -2, which look towards the SSP. The amplitude A is up to 20 s⁻¹ and is inversely proportional to r; p is approximately uniform in space and between 500 eV and 1 keV. By applying Eq. (5) we can estimate that, on average, the E spectra peak around 500 ns, while the ToF spectra peak around 200 ns. If we consider NPD1-1, A decreases with increasing distance (r) from ~20 s⁻¹ at 1.5R_M to below 10 s⁻¹ at 2R_M. On the other hand, there is no evident correlation with the angle χ. Hence, these observations are consistent with an ENA source located close to the dayside planetary surface and emitting a radial flux (from the source). Assuming such a source, NPD1-2 points towards this ENA generation region only when the s/c distance r is small (i.e. ~1.5R_M). In fact, the decrease of A vs. r is more pronounced. Moreover, the overall flux is high for sectors NPD1-1 and NPD1-2, since they point approximately counter to the direction of the expected ENA flux, while the flux is small for NPD2, which looks away from the generation region.

To investigate the hypothesis that the CE of shocked SW protons with the exosphere (Holmström et al., 2002) generates the featured observed, we performed a simulation of the expected signal using an ENA simulation model (Mura et al., 2002). This model uses an analytical description of the H⁺ flow around the planet (velocity, density and temperature; Kallio, 1996) and the exospheric profiles of H, H₂, and O (Krasnopolsky and Gladstone, 1996). To take into account recent observations of smaller exospheric profiles (Galli et al., 2007), we reduced them by a factor of 10. The model predicts a maximum production of ENA (dΦ/dx, generated flux per unitary length) on the dayside below the bow shock; by using an unperturbed solar wind velocity of 4 x 10⁶ m s⁻¹ and density of 2.5 cm⁻³, we obtain that dΦ/dx is of the order of 1 cm⁻² s⁻¹ m⁻¹. For each sector and for each of the S spectra, we computed the simulated ENA signal between 0.3 and 3 keV, taking into account the real s/c position and NPD attitude and using line of sight integration. Then we estimated the detected flux for NPD, in the same energy range, using the geometrical factor (5 x 10⁻⁷ cm² sr; Grigoriev et al., 2003) and I. In Fig. 3 we show the distribution of the detected integrated flux (panel A), for all sectors together, as a function of the angle β between the FoV direction and a point P located at (1.2, 0, 0) R_M (x-axis), and of the distance from P (y-axis). The distribution of the simulated flux is shown in panel B. The bulk of the signal is for β<50° in both panels. The point P is chosen in order to roughly represent an ENA source region located on the dayside of the planet, close to the surface (of course, the actual source is not restricted to a point). The position of P is arbitrary within a certain range: we have found that results similar to those shown in Fig. 3 can be obtained by locating P anywhere between 1.1 and 1.5R_M, i.e. there is in this range general agreement between the experimental values (panel A) and the simulated values (panel B). This uncertainty could also be due to the wide angular resolution of NPD. The observations and the simulation differ when the angle from SSP is larger than 50°. In this case, the simulated flux is close to zero, while the observed flux (mostly for NPD-2) decreases with increasing distance. The observations and the simulation differ when the angle from SSP is larger than 50°. In this case, the simulated flux is close to zero, while the observed flux (mostly for NPD-2) decreases with increasing distance. This may be related to: (1) residual signal contamination (see Fig. 2, NPD-2); (2) plasma boundaries thickness, which is infinitesimal in model and finite in reality; (3) plasma boundaries variability during the 3 months of observation time; (4) the presence of another ENA production process not included in the model.

We considered the possibility of data contamination due to “pseudo-ENAs”, coming from the neutralization of ions in the entrance system. Such ENAs may have been observed, for example, by the replica instrument ASPERA-4 NPD on board Venus Express during the cruise phase to Venus (A. Galli and M. Fraenz, private communication). However, they have not been observed under similar circumstances, or during calibrations, by ASPERA-3 NPD. Moreover, such a contamination, if present, should be higher in NPD1-2 (see Fig. 2), which points approximately counter to the plasma flux direction in the observation region, while the data show a maximum in NPD1-1. The possibility of a residual, partial UV contamination should be considered as well. However, it should be noted that:

1. UV cannot produce a peak in the ToF spectrum.
2. The average values of the count rates agree with the estimations (Fig. 3, panels A and B)
6. Concluding remarks

In summary, the analysis technique described here is able to give a spatial and energy characterization of the ENA signal detected by ASPERA-3 NPD on the dayside of Mars. We have shown that this signal is in good agreement with theoretical predictions, assuming a signal coming from CE in the SW downstream of the bow shock. The detected flux may be up to $10^6 \text{cm}^{-2} \text{sr}^{-1} \text{s}^{-1}$.

The main limitation of the study is the limited data period covered. This will be addressed, in the future, by extending the time period to include all the available data. Moreover, in this study we used, as a zero order hypothesis, constant calibration factors whereas it is in fact expected that these factors differ slightly from sector to sector, and are not constant with respect to ENA energy. This causes some systematic error in the determination of the peak energy ($p$). In future work, the use of an energy-dependent calibration constant will allow a better energy description of the detected signal to be achieved. Finally, in our ENA model we excluded at least one possible candidate for ENA production (ENA albedo). Including more generation processes may probably help to explain remaining discrepancies between the measured data and the simulations.
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Appendix

Here we define $x = \ln(E)$, where $E$ is in eV. The energy/ToF channels, in NPD BIN mode, are logarithmically spaced ($\Delta E = C e^x$; $C = 0.44$ eV; $\Delta t = C e^{-x/2}$; $C = 1300$ ns). We calculate the energy spectrum by dividing $N$ (expressed by Eq. (3)) by the energy channel size $\Delta E$

$$F(i) = \frac{N}{\Delta E} = \frac{A e^{(x-p^2)/(2\sigma^2)}}{C e^x} = \frac{A}{C} e^{(x^2-2px+p^2-2\sigma^2x)/2\sigma^2}$$

$$= \frac{A}{C} e^{(x^2-2x(p-\sigma^2)+p^2)/2\sigma^2} = A' e^{(x-p')^2/2\sigma'^2}; \quad \text{(4)}$$

$p' = p - \sigma^2; \quad A' = \frac{A}{C} e^{-p+\sigma^2/2}. \quad \text{(5)}$

Hence, the Gaussian function (3) remains a Gaussian function after normalizing by $\Delta E$. For $\Delta t$, the formula (5)
can be obtained in a similar way:

\[
\begin{align*}
 p' &= \frac{b + \sigma^2}{2}; \\
 A' &= \frac{A}{C} e^{b/2+\sigma^2/8}.
\end{align*}
\] (6)
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