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Mass spectrometric analysis of elemental and isotopic compositions of several NIST standards is performed by a miniature laser ablation/ionisation reflectron-type time-of-flight mass spectrometer (LMS) using a fs-laser ablation ion source (775 nm, 190 fs, 1 kHz). The results of the mass spectrometric studies indicate that in a defined range of laser irradiance (fluence) and for a certain number of accumulations of single laser shot spectra, the measurements of isotope abundances can be conducted with a measurement accuracy at the per mill level and at the per cent level for isotope concentrations higher and lower than 100 ppm, respectively. Also the elemental analysis can be performed with a good accuracy. The LMS instrument combined with a fs-laser ablation ion source exhibits similar detection efficiency for both metallic and non-metallic elements. Relative sensitivity coefficients were determined and found to be close to one, which is of considerable importance for the development of standard-less instruments. Negligible thermal effects, sample damage and excellent characteristics of the fs-laser beam are thought to be the main reason for substantial improvement of the instrumental performance compared to other laser ablation mass spectrometers.

Introduction

The development of miniature mass spectrometers is of considerable interest for a variety of field applications but also for their use on space missions for planetary space research. In particular, the investigation of elemental and isotopic compositions of solid materials by mass spectrometric methods has become promising with developments of miniature laser ablation/ionisation mass spectrometers.1–4

The development of space instrumentation capable of sensitive measurements of elements and their isotopes is of considerable interest to current cosmochemistry and planetology, and drives current instrument development. The knowledge of the isotopic composition and its variation in planetary materials, soils/ regs and rocks is important for establishing critical constraints in models of the origin and evolution of our solar system. Current planetary material is a product of a number of physical and chemical processes that modified the presolar chemical mixture during the solar system evolution. Formation of first solids, mixing, melting and crystallisation, geochemical processes and interaction of a planetary surface with cosmic or solar radiation led to large elemental composition changes. However, isotopes of chemical elements are found to be robust tracers of pre-solar events and processes and their changes over the planetary evolution time are relatively small.5–8 The measurements of the element abundances and isotope patterns of planetary surface material impose critical constraints on event chronology in the early stages of solar system formation and help to constrain the time of formation of planetary material (crystallisation ages). Accurate measurements of elemental and isotopic fractionation effects of various classes of elements (volatile/non-volatile, geochemically relevant, bio-relevant, radiogenic) can yield information on the conditions and differentiation processes operating on a planetary surface.5–6,9 The determination of time scale and insight into timing of various rock-forming processes and detailed understanding of the chronology of the early solar system can be performed by radio-isotope chronology of planetary material. The method requires precise and accurate measurements of isotope ratios (e.g., Pb isotopes for the Pb/Pb-dating method). Such measurements are extremely challenging and until now, they have not been attempted in space research because of the lack of suitable instrumentation for use on spacecraft. Gas phase analyses using space instruments such as Ptollemys on Rosetta should have the capability of achieving an analytical precision of about 5% or better and the Gas Analytical Package (GAP) on Beagle 2 of about 1%, or better for isotope ratios.10–13 However, current space instrumentation designed for investigations of the chemical composition of solid materials allows the measurement of major and minor elements with elemental concentrations in sample material at best at the per mill level.14–19 More sensitive instruments are necessary in space research. A few prototype instruments are considered for space research.3,4,20–22 Among other methods, laser ablation/ionisation
mass spectrometry (LIMS) is currently a very promising method that can be applied for sensitive, accurate and precise elemental and isotope in situ analyses in space research. Albeit, the investigation of isotope composition in the laboratory is conducted mainly by other mass spectrometric techniques, such as inductively coupled plasma mass spectrometry (ICP-MS), thermal ionisation mass spectrometry (TIMS), or secondary ionisation mass spectrometry (SIMS), recent developments in LIMS show that this method can be also very sensitive and has the potential of delivering highly accurate and precise measurements.

LIMS is a truly sensitive mass spectrometric technique. So far, it has been less commonly used for isotope composition measurements and it has been considered for some time only as a semi-quantitative method for the element and isotope abundance determination. In particular, the measurements of the isotopic patterns were reported to have accuracy and precision at the per cent level in contrast to laser ablation ICP-MS and TIMS methods. LIMS has, however, still the potential for improvement and with the recent progress in laser technology, fast electronics, and improved vacuum technology, this technique becomes attractive in chemical analysis of solid samples. Recent studies show that LIMS can be used for highly accurate investigation of the elemental composition as well as for isotopic concentration measurements with high accuracy and precision. Typically, only femtograms to picograms of sample material are needed for sensitive investigation with high lateral and vertical resolution of sample composition. Similar to other analytical methods, LIMS requires a proper calibration before conducting quantitative analyses. The physical and chemical properties of a sample, choice of a laser ablation ion source and calibration constants are found to be the main reasons for low performance of measurements. According to very recent developments, however, the method can be considered under certain experimental conditions as standard-less. The present studies attempt to define experimental conditions under which LIMS becomes very sensitive and allows quantitative investigations with high accuracy and precision by using a fs-laser ablation ion source.

Our primary goal is to develop a miniature LIMS technique for application in space research. LIMS has many advantages over the LA-ICP-MS, TIMS and SIMS techniques. The latter techniques are more difficult to adopt for space research where a high degree of miniaturisation, low mass and volume, and low power consumption for operation are required. LIMS instruments can be robust, and easily fulfil space requirements. A few such instruments were developed in the last two decades, e.g., LASMA, LAMS, and LMS. A number of studies on the instrument performance showed that miniaturised LIMS systems can be highly sensitive delivering the measurements of all chemical elements with detection limits at the level of ~10 ppb. In contrast to previous reports, our and other recent studies showed that a LIMS system including the LIMS instrument is capable of conducting measurements on isotope compositions within a measurement accuracy at the per mill and sub per mill levels.

In analytical chemistry, laser ablation experienced major progress in the last few years by the implementation of ultra-short pulsed laser systems. Ultra-short laser pulses <1 ps are of particular interest for laser ablation of sample material, because the pulse duration is shorter than the characteristic time typical for the phase transition from the solid to hot plasma plume that is produced above the sample surface and laser–plasma interaction can be avoided. Several processes taking place during the ablation, including thermalisation of the deposited laser energy (lattice relaxation time), the explosive release of vapour, and formation and cooling of a plasma plume that is additionally heated by laser radiation are the main sources of elemental fractionation effects. Due to reduced thermal diffusion depth high geometric precision in the laser ablation and minimal collateral sample damage can be obtained using short laser pulses. Moreover, the laser beam does not interact with the laser-induced plasma due to its short pulse duration. The absorbed laser energy is fully deposited into the sample material and higher efficiency of material ablation can be obtained.

Recent investigation with our miniature laser ablation/ionisation time-of-flight mass spectrometer with a ns-laser ablation ion source showed its potential for accurate measurement of isotope patterns with accuracy at the per mill level. In this study we use a similar measurement procedure to that applied in our previous studies with a ns-laser ablation ion source. NIST standard reference materials were used to investigate the accuracy and precision of the measurement of the elemental/isotopic composition. The results are compared to those measured with an ns-laser ablation ion source.

**Experimental**

The details of the technical design and principles of operation of the LIMS instrument were described in previous publications. Thus, only a brief overview of the experimental setup with its update will be given here. While in previous studies nanosecond laser systems were used for ablation and ionisation of sample material, in the present study a femtosecond laser ablation ion source is used.

**Experimental setup and principle of operation**

Fig. 1 shows the image of the current laboratory system: (A) the computer control station, (B1/B2) electronics, including power supplies, data acquisition systems, vacuum system controls, etc., and (C) the instrument setup itself with all the details shown in Fig. 2.

The laboratory is kept at clean room conditions (ISO 5, Class 100) by a laminar flow ceiling to protect the laser systems, their optics, the samples, vacuum chambers, etc., from possible dust and particles inside the laboratory. A constant overpressure relative to the outside is maintained, the temperature of the laboratory is kept at (22.0 ± 0.4) °C, and the humidity is controlled at (42.0 ± 0.5)% relative humidity level. All parameters are monitored continuously and displayed in a web interface.
Instrumentation is installed at V2 and is used to clean the sample surface from a possible surface contamination, if necessary. High purity argon gas is typically used for the cleaning process (Carbagas, Switzerland). The argon gun is operated typically at 3 keV, but ion beam energies can be tuned from hundreds of eV to 5 keV. The angle of incidence of the incoming argon ions relative to the sample surface is ~10°.

Samples are introduced with the sample transport system (10, 11) from V2 to V1 and positioned just below the entrance electrode of the mass analyser, on a sample holder (9), which is attached to the x–y–z micro-translational stage (8). The accuracy of sample positioning and step resolution of these translational stages is ~2 μm. The distance between the sample surface and the entrance of the instrument is about 1 mm, which corresponds roughly to the laser focus location. There is no contact between the sample surface and the entrance plate to avoid possible sample contamination.

Short laser pulses (~190 fs, λ = 775 nm) produced by a Ti–Sapphire femtosecond laser system (CPA system, Clark-MXR Inc., USA) are used to ablate and ionise surface material. The repetition rate (up to 1 kHz), laser pulse energy (up to 1 mJ), and the number of laser shots were controlled remotely via a measurement computer.

Small fractions of the laser beam are reflected from two beam splitters for on line measurement of pulse duration by an autocorrelator system (AC, PulseCheck, APE GmbH, Germany) and of the laser intensity by an ultrafast Si-photodetector (Alphalas GmbH, Germany) (5), respectively. The data measured using the autocorrelator are transferred directly to a computer, whereas the Si-photodetector signal is measured with an ADC card.

The laser beam is guided via a set of dielectric mirrors (4a–c) to the optical port of the vacuum chamber V1 and enters the mass spectrometer along its ion-optical axis. The laser radiation is focused subsequently by a lens (f = 200 mm, NA = 4) (6), which is positioned directly above the ion mirror, onto the sample surface to a spot size of about 40 μm after passing the entrance window on the reflectron, the central hole (Ø 6.4 mm) of the detector assembly, and the ion-optical elements of the ion confinement (Fig. 3). The material ablated from the sample surface forms a hot plasma plume consisting of atomised and ionised species. Close proximity of the plasma plume to the entrance of the mass analyser allows a major fraction of positive ions to enter the mass analyser through the conical extraction electrode. After entering the interior of the mass analyser, ions are guided by electrical fields towards the detector. After initial acceleration, focussing and collimation by an electrostatic immersion lens, the ions fly through the field-free region (drift tube) and ion mirror (reflectron) where they are eventually reflected and guided towards the multichannel plate (MCP) ion detector. A pair of MCPs arranged in a chevron configuration is used to generate the electric signal on the anode after the ions strike the MCPs. The MCP detector can be operated at gains of up to 10⁶. The ions arrive at the MCP detector in a sequence of times proportional to the square root of their mass-to-charge ratio (m/q). The electron current generated by the MCP plates is collected on four concentric anode rings and registered with two high speed ADC data acquisition cards, each with two channels.

These clean room conditions guarantee stable operational conditions for the equipment.

Fig. 2 displays a technical drawing of the LMS system (part C shown in Fig. 1) with a fs-laser ablation ion source. The LMS instrument is accommodated in the main UHV chamber (V1) and the sample introduction/transport system in the smaller UHV chamber (V2). The base pressure in both UHV systems is typically in the low 10⁻⁸ mbar range, and is realised with turbomolecular pumps in each system and an additional ion getter pump for V1. During measurement campaigns both turbomolecular pumps are switched off and only the ion-getter pump is running. This procedure ensures vibration-free conditions.

An argon ion sputter gun (tectra GmbH, Physikalische Instrumente, Germany) is installed at V2 and is used to clean the sample surface from a possible surface contamination, if necessary. High purity argon gas is typically used for the cleaning process (Carbagas, Switzerland). The argon gun is operated typically at 3 keV, but ion beam energies can be tuned from hundreds of eV to 5 keV. The angle of incidence of the incoming argon ions relative to the sample surface is ~10°. Samples are introduced with the sample transport system (10, 11) from V2 to V1 and positioned just below the entrance electrode of the mass analyser, on a sample holder (9), which is attached to the x–y–z micro-translational stage (8). The accuracy of sample positioning and step resolution of these translational stages is ~2 μm. The distance between the sample surface and the entrance of the instrument is about 1 mm, which corresponds roughly to the laser focus location. There is no contact between the sample surface and the entrance plate to avoid possible sample contamination.

Short laser pulses (~190 fs, λ = 775 nm) produced by a Ti–Sapphire femtosecond laser system (CPA system, Clark-MXR Inc., USA) are used to ablate and ionise surface material. The repetition rate (up to 1 kHz), laser pulse energy (up to 1 mJ), and the number of laser shots were controlled remotely via a measurement computer.

Small fractions of the laser beam are reflected from two beam splitters for on line measurement of pulse duration by an autocorrelator system (AC, PulseCheck, APE GmbH, Germany) and of the laser intensity by an ultrafast Si-photodetector (Alphalas GmbH, Germany) (5), respectively. The data measured using the autocorrelator are transferred directly to a computer, whereas the Si-photodetector signal is measured with an ADC card.

The laser beam is guided via a set of dielectric mirrors (4a–c) to the optical port of the vacuum chamber V1 and enters the mass spectrometer along its ion-optical axis. The laser radiation is focused subsequently by a lens (f = 200 mm, NA = 4) (6), which is positioned directly above the ion mirror, onto the sample surface to a spot size of about 40 μm after passing the entrance window on the reflectron, the central hole (Ø 6.4 mm) of the detector assembly, and the ion-optical elements of the ion confinement (Fig. 3). The material ablated from the sample surface forms a hot plasma plume consisting of atomised and ionised species. Close proximity of the plasma plume to the entrance of the mass analyser allows a major fraction of positive ions to enter the mass analyser through the conical extraction electrode. After entering the interior of the mass analyser, ions are guided by electrical fields towards the detector. After initial acceleration, focussing and collimation by an electrostatic immersion lens, the ions fly through the field-free region (drift tube) and ion mirror (reflectron) where they are eventually reflected and guided towards the multichannel plate (MCP) ion detector. A pair of MCPs arranged in a chevron configuration is used to generate the electric signal on the anode after the ions strike the MCPs. The MCP detector can be operated at gains of up to 10⁶. The ions arrive at the MCP detector in a sequence of times proportional to the square root of their mass-to-charge ratio (m/q). The electron current generated by the MCP plates is collected on four concentric anode rings and registered with two high speed ADC data acquisition cards, each with two channels.
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An argon ion sputter gun (tectra GmbH, Physikalische Instrumente, Germany) is installed at V2 and is used to clean the sample surface from a possible surface contamination, if necessary. High purity argon gas is typically used for the cleaning process (Carbagas, Switzerland). The argon gun is operated typically at 3 keV, but ion beam energies can be tuned from hundreds of eV to 5 keV. The angle of incidence of the incoming argon ions relative to the sample surface is ~10°. Samples are introduced with the sample transport system (10, 11) from V2 to V1 and positioned just below the entrance electrode of the mass analyser, on a sample holder (9), which is attached to the x–y–z micro-translational stage (8). The accuracy of sample positioning and step resolution of these translational stages is ~2 μm. The distance between the sample surface and the entrance of the instrument is about 1 mm, which corresponds roughly to the laser focus location. There is no contact between the sample surface and the entrance plate to avoid possible sample contamination.

Short laser pulses (~190 fs, λ = 775 nm) produced by a Ti–Sapphire femtosecond laser system (CPA system, Clark-MXR Inc., USA) are used to ablate and ionise surface material. The repetition rate (up to 1 kHz), laser pulse energy (up to 1 mJ), and the number of laser shots were controlled remotely via a measurement computer.

Small fractions of the laser beam are reflected from two beam splitters for on line measurement of pulse duration by an autocorrelator system (AC, PulseCheck, APE GmbH, Germany) and of the laser intensity by an ultrafast Si-photodetector (Alphalas GmbH, Germany) (5), respectively. The data measured using the autocorrelator are transferred directly to a computer, whereas the Si-photodetector signal is measured with an ADC card.

The laser beam is guided via a set of dielectric mirrors (4a–c) to the optical port of the vacuum chamber V1 and enters the mass spectrometer along its ion-optical axis. The laser radiation is focused subsequently by a lens (f = 200 mm, NA = 4) (6), which is positioned directly above the ion mirror, onto the sample surface to a spot size of about 40 μm after passing the entrance window on the reflectron, the central hole (Ø 6.4 mm) of the detector assembly, and the ion-optical elements of the ion confinement (Fig. 3). The material ablated from the sample surface forms a hot plasma plume consisting of atomised and ionised species. Close proximity of the plasma plume to the entrance of the mass analyser allows a major fraction of positive ions to enter the mass analyser through the conical extraction electrode. After entering the interior of the mass analyser, ions are guided by electrical fields towards the detector. After initial acceleration, focussing and collimation by an electrostatic immersion lens, the ions fly through the field-free region (drift tube) and ion mirror (reflectron) where they are eventually reflected and guided towards the multichannel plate (MCP) ion detector. A pair of MCPs arranged in a chevron configuration is used to generate the electric signal on the anode after the ions strike the MCPs. The MCP detector can be operated at gains of up to 10⁶. The ions arrive at the MCP detector in a sequence of times proportional to the square root of their mass-to-charge ratio (m/q). The electron current generated by the MCP plates is collected on four concentric anode rings and registered with two high speed ADC data acquisition cards, each with two channels.
The laser firing system is remotely controlled via the measurement computer. The laser system electronics generates for each laser pulse two trigger signals, which are forwarded to a high precision multi-channel digital delay generator (DG535 system, Stanford Research Systems, USA) and the autocorrelator system. The delay generator triggers subsequently two ADC cards and hence starts the data acquisition (see Fig. 4). A measurement cycle is initiated at the moment when focused laser radiation interacts with the sample surface and produces ions. Two high speed ADC cards, one PCI (U1082A, AP240 with average firmware, Agilent) and one PCIe (U1084A, Agilent) card, are used for data acquisition. Each card has two input channels with a vertical resolution of 8 bits for a single shot. The PCI card supports a sampling rate of 1 GS s\(^{-1}\) with an analogue bandwidth of 1 GHz for each channel, whereas the PCIe allows a sampling rate of 2 GS s\(^{-1}\) with an analogue bandwidth of 1.5 GHz for each channel. For each card, these two channels can be combined into one channel with a doubled sampling rate of 2 GS s\(^{-1}\) and 4 GS s\(^{-1}\), respectively. In the present measurements one channel of the PCI card is used to measure the signal from the ultrafast Si-photodetector and the other three channels to measure the signals collected from three of the four anode rings.\(^{1,22}\) To protect the anode plate from possible charging effects, the fourth anode ring is short-circuited with 50 \(\Omega\) outside V1. The measurements are performed by collecting a number of time-of-flight (TOF) spectra from one sample location. The ADC cards acquire the spectra, store them on the measurement computer and after accomplishment of the measurement campaign, the dataset is subsequently forwarded from the measurement computer to a database on a server. Subsequent data processing is realised on a high performance computer, which is connected directly with the data server. In-house designed analysis software is used for spectra analysis.\(^{22,34}\) The TOF spectra are measured within a 20 \(\mu\)s time window defined by settings of the acquisition card. This time window allows us to measure mass spectra of elements within a mass-to-charge range of \(~600 \text{ m/q}\).

The choice of voltage set for the ion optics and the control of laser ablation conditions including laser fluence and laser irradiance levels, laser focusing geometry and distance between the sample and the entrance to the instrument are crucial parameters for quantitative measurements with a high spatial resolution. Before starting experimental campaigns, the instrument performance is optimised using the procedure described in detail previously.\(^{22,49,50}\) This procedure optimises a merit function including the ion transmission and mass resolution \(m/\Delta m\). Typically, a mass resolution in the range of \(m/\Delta m = 500\)–700 for the \(^{56}\text{Fe}\) mass peak is achieved.\(^{22}\) More information about the performance optimiser is given in previous publications.\(^{22,49,50}\)

**Samples**

Mass spectrometric studies of isotope compositions of different elements, e.g. B, Si, P, S, Ti, etc., were performed by using unprocessed National Institute of Standards and Technology (NIST) standard reference materials (SRM) for electrolytic iron.
(SRM 661), carbon iron (SRM 664), and steel (SRM 665). Because only elemental abundances are quoted by NIST in these three reference materials terrestrial isotope abundances were assumed in the analysis. The highest possible homogeneity of sample material is guaranteed by NIST. Also sufficiently large surface area was ablated (θ ~ 40 μm) that possible material heterogeneity plays a negligible role in the quantitative analysis (with an exception of the uppermost surface layers which can suffer from oxidation or other contaminations). More details about micro-homogeneity in sample material can be found in the report by Marinenko et al., 1979.

Measurement procedure

The measurement procedure used for accurate isotope composition measurements is described in a previous publication. To achieve stoichiometric ion production, high measurement sensitivity and sufficiently high instrumental performance, both, a laser ablation ion source and mass analyser have to be operated under specific experimental conditions, which are defined by a number of parameters. In particular, for the stoichiometric production of ions the laser ablation ion source has to be operated at specific laser power density (irradiance), with appropriate wavelength, repetition rate and pulse duration. Hence, a choice of laser focus position with respect to sample, laser focussing conditions, laser beam characteristics (temporal and spatial profile) can be critical and can be sometimes difficult to control without a well-defined experimental procedure. Similarly, the conditions for ion confinement, focussing and detection are controlled by ion-optical voltage settings which control ion transmission and mass dispersion. High reproducibility of our measurements is achieved by careful control of a number of parameters and is possible by a computer control routine. This is also used to perform fast check of the experimental performance.

Each measurement campaign was performed on an untreated sample surface.

(i) Optimisation of the mass resolution and ion transmission of the instrument. Mass resolution (m/Δm) for TOF analysers increases with the ion mass to some extent. Previous studies demonstrated this relationship for the LMS instrument. Albeit LMS can perform the mass spectrometric studies with a mass resolution (m/Δm) exceeding 1000 at 56Fe (at irradiances < 0.1 GW cm−2), with an increase of the ion production by a laser ablation ion source space charge and ion beam jitter effects start to limit the mass resolution. Nevertheless, the quantitative investigation can be performed with a mass resolution (m/Δm) in the range 500–700. The optimisation of the mass resolution and ion transmission of the mass analyser is performed by tuning voltage settings on the mass analyser while conducting laser ablation of the surface material under the given experimental conditions (fixed laser spot-sample distance, specific laser fluence). In the current study, the mass analyser performance is a compromise by tuning the mass resolution to about 500 and maximising the ion transmission. Thus, the mass peaks of chemical elements are well separated from each other although the isobaric interferences cannot be removed.

For analysis only ion mass peaks were selected for which no isobaric interferences are expected. The dynamic range of the instrument exceeds 107 which allows for the detection of trace elements abundant at ppb levels.

(ii) Choice of the number of accumulated spectra. The investigation is performed by successive collection of a number of TOF spectra. Each such spectrum is obtained by summing up 2000 single laser shot spectra from the same laser spot. Thus, this dataset allows check on the measurement conditions and the ablation process by monitoring the temporal evolution of ion abundance, cumulative sum of ion signal (integrated mass peak) as well as a survey of the quality including signal-to-noise ratio (SNR), mass resolution (m/Δm), and relative isotope accuracy of measurement defined as abs (ratio_ref – ratio_meas)/ratio_ref. The temporal analysis of the spectra is also important for the investigation of sample homogeneity, determination of the influence of surface effects (oxides, possible contamination), and laser repetition rate on the overall quantitative elemental and isotopic analysis of the sample material that can be performed by LMS.

(iii) Choice of applied laser irradiance. The production of ions by a laser ablation ion source depends critically on laser irradiance (laser power density). The systematic studies in a range of applicable laser irradiances were performed with a similar procedure to in (ii). Since the laser focussing conditions (laser beam diameter, sample surface–laser focus distance) were the same, only laser fluence was varied. These studies define the laser irradiance (fluence) for conducting the quantitative elemental (isotope) analysis. The studies yield also the element-specific ablation thresholds.

In-house designed software, written in Matlab, is used for detailed analysis of mass spectra, e.g. time-of-flight mass calibration, integration of ion signal (ion mass peak areas), SNR, mass resolution (m/Δm), relative isotope accuracy of measurement, etc. Because peak-fitting algorithms, such as Gaussian-fit, showed too high analysis errors (asymmetry of detected mass peaks) we used a direct integration method (Simpson integration) for calculation of ion signal. For integration of ion mass peak signal, calculation of isotope accuracy of measurements respectively, no corrections of mass fractionation effects were necessary. In the analysis, the SNR is defined as the ratio of the maximum amplitude of the analysed peak divided by the standard deviation of spectral noise within a range of 1 m/q that is analysed in an area of the spectrum where no mass peaks are detected. Detailed discussion about the analysis software, e.g. ion signal integration methods, background correction techniques of mass spectra, etc. can be found in the report by Meyer, 2013.

Case study: NIST 661, NIST 664 and NIST 665

A NIST 661 sample was chosen for the analysis of the temporal evolution of the spectral parameters, ion rate production and stability of the laser ablation process. The studies were performed by applying 500 000 laser shots at a laser irradiance of about 1900 GW cm−2 (pulse energy of ~4.4 μJ, laser beam diameter: θ 40 μm) and 250 spectra, each an accumulation of
2000 single laser shot spectra were acquired. SNR, mass resolution (m/Δm), relative isotope accuracy of measurement, relative peak area error, and cumulative sum of integrated peak areas of different isotopes of different elements, e.g. $^{30}$Si, $^{32}$S, $^{48}$Ti, etc., were histrogramed and analysed for spectral accumulations of 2000, 4000, ..., 400 000 single laser shots. The abundance of elements in the sample are given in weight%-fractions by NIST. For further analysis the NIST quoted elemental concentrations in weight%-fractions were converted to elemental abundances in atomic fractions. The isotope abundances were calculated by assuming terrestrial isotope ratios.

We find that to perform quantitative measurements of isotope abundance with the highest precision, the spectra obtained from (a) excluding the first 20 000 single laser shots and (b) including the following 100 000 laser shots are optimal (in total 120 000 single laser shots). In the following, 12 measurement campaigns parameterised by energy/pulse in the range of about 1.1–6.2 μJ (~500–2700 GW cm$^{-2}$) were finally conducted.

Studies on NIST 664 and NIST 665 were performed by employing the same accumulation of spectra, and by applying the laser irradiances in the range that yielded the most accurate measurements for the SRM 661 sample. On each sample, NIST 664 and NIST 665, five campaigns parameterised by laser irradiances were performed to establish the reproducibility of the results and possible dependences on sample surface morphology and composition. Because the samples NIST 664 and NIST 665 are quoted as standards for elemental composition, the isotope composition in the samples is calculated assuming terrestrial isotope ratios.

Table 1 gives an overview of the investigated elements/isotopes and their corresponding abundances (in weight and atomic fractions).

### Table 1

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>NIST SRM 661</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>3920.0 $^{12}$C: 3878.06, $^{13}$C: 41.94</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Si</td>
<td>2230.0 $^{29}$Si: 104.48, $^{30}$Si: 68.95</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ti</td>
<td>200.0 $^{46}$Ti: 16.50, $^{47}$Ti: 14.88, $^{49}$Ti: 10.80</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cr</td>
<td>6900.0 $^{52}$Cr: 5781.44, $^{53}$Cr: 655.57</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zr</td>
<td>90.0 $^{90}$Zr: 46.31, $^{91}$Zr: 10.10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mo</td>
<td>1900.0 $^{95}$Mo: 302.10, $^{96}$Mo: 459.61</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>NIST SRM 664</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Si</td>
<td>660.0 $^{29}$Si: 30.92, $^{30}$Si: 20.41</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cr</td>
<td>600.0 $^{52}$Cr: 502.73, $^{53}$Cr: 57.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zr</td>
<td>690.0 $^{90}$Zr: 355.01, $^{91}$Zr: 77.42</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>1000.0 $^{184}$W: 306.40, $^{186}$W: 284.30</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pb</td>
<td>240.0 $^{206}$Pb: 57.84, $^{208}$Pb: 53.04</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>NIST SRM 665</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>1.3 $^{10}$B: 0.26, $^{11}$B: 1.04</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>59.0 $^{32}$S: 56.04, $^{34}$S: 2.51</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ti</td>
<td>6.0 $^{46}$Ti: 0.50, $^{47}$Ti: 0.45, $^{49}$Ti: 0.32</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cr</td>
<td>70.0 $^{52}$Cr: 58.65, $^{53}$Cr: 6.65</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 5** A laser pulse profile measured with the autocorrelator (averaged over 8 single laser pulses). A laser pulse width of about 188 fs was determined at FWHM by using a sech$^2$ function as a fit function. Fig. 5 and 6 show the laser pulse profile measured with the autocorrelator system, and the pulse width stability measured with the autocorrelator.

**Fig. 6** Temporal stability of laser pulse duration over a time period of 150 s (150 000 single laser shots). Each data point corresponds to an average of 8 single laser pulse widths, measured and averaged with the autocorrelator.
during a time period of 150 s (150 000 single laser shots),
respectively.

In Fig. 7 shot-to-shot laser intensity fluctuations are displayed. The straight lines in the left panels show the trend line through all the acquired and processed data. The dashed lines in the right panels correspond to the standard deviation of the fluctuations relative to the mean value.

In the top two panels of Fig. 7 the energy/pulse fluctuations (left) and the fluctuations relative to the mean of 150 000 single laser shots (corresponding to 150 s) are shown. While a power/energy meter console (LabMax-Top, Coherent, USA) in combination with a laser energy sensor (J-10MB-LE, Coherent, USA) was used to measure the energy of laser pulses, during the measurements the ultrafast photodiode was used to monitor the laser intensities. A high stability of laser pulse energy is observed with a relative change of pulse energy of 1\%\textsubscript{rel}, whereas shot-to-shot fluctuations relative to the mean showed a variation of about 6\%\textsubscript{rel}.

In the middle two panels similar data to those shown in the top two panels are displayed. However, these time averaged data files (wave packets of 100 single laser shots) in a range of only 30 000 single laser pulse shots (300 files in total) are shown. Again and as expected, only a small variation of about 4\%\textsubscript{rel} in energy/pulse is observed. Due to averaging of 100 single laser pulses the standard deviation of the fluctuations relative to the mean is decreased to about 4\%\textsubscript{rel}.

In the bottom two panels the fluctuations of 30 000 single laser shots are shown, measured with the photodiode, averaged to files consisting of 100 single laser shots (300 files in total). Only a small variation of laser intensity of about 1\%\textsubscript{rel} is observed. However, by comparing these laser intensity fluctuations with the fluctuations observed in the previous measurement setup, where a Q-switched Nd:YAG ns-laser system was used,\textsuperscript{22} the stability of the fs-laser system is observed to be significantly better. With the Nd:YAG laser system shot-to-shot laser intensity fluctuations of up to 40\% were observed.\textsuperscript{22}

Laser ablation characteristics
A sample of common steel material (AISI 316L) was used to study laser ablation craters that were produced after applying a
different number of laser shots. The craters were analysed using an atomic force microscope, AFM (Bioscope II, Veeco, Germany). Sharp nitride lever probes with a nominal spring constant of 0.12 N m⁻¹ and a nominal tip radius of 2 nm were used in the investigations. All measurements were performed in contact mode at ambient pressure and temperature. No additional liquids were used for the AFM measurements. In each measurement an area of 80 × 80 µm was investigated, with a spatial resolution of 512 × 512 pixels.

Fig. 8 shows AFM images of ablation craters excavated after 10, 30, 60, 100, 300 and 600 single laser shots (2.9 µJ per pulse). A crater diameter of about 40 µm is measured. Periodical microstructures, so-called ripples, are observed in AFM images of craters built after 10–60 single laser shots. The orientation of these structures is perpendicular to the laser polarisation, which is in our case horizontal.

Fig. 9 shows cross-sections of ablation craters formed after 100, 300 and 600 laser shots. The cross-sections for the craters built after 100 and 300 laser shots show a Gaussian profile and are symmetric in both axes (see also the corresponding craters in Fig. 8). This is slightly different regarding the crater formed after 600 laser shots. After 600 laser shots the crater has steeper walls and shows an almost flat crater bottom. In comparison with ablation craters produced with the ns-laser system, the craters produced by the fs laser system are well structured and no rims around the crater are observed.

**fs-laser ablation ion source for space application**

Present studies were accomplished by using a versatile Ti–Sapphire femtosecond laser system (Clark-MXR Inc., USA) as an ablation ion source. Laser parameters, such as energy per pulse, repetition rate, pulse duration, etc., can be set easily via remote control by the user. However, it is unlikely that this
system can be used for space application because of its large size, weight and power consumption.

In the present report measurement campaigns were conducted at 1 kHz repetition rate, at 775 nm wavelength, \(\sim 190\ \text{fs}\) pulse width, and in the energy per pulse range of about 1.1–6.2 \(\mu\text{j}\) (laser ablation crater diameter: \(\sim 40\ \mu\text{m}\)), corresponding to about 500–2700 GW cm\(^{-2}\). Nevertheless, the laser focus spot can be reduced to several microns by the implementation of dedicated optics.\(^{22}\) An increase of the spatial resolution is of considerable interest for space research and would allow the investigation of the chemical composition of micrometre-sized grains. An increase of the lateral resolution reduces significantly the requirements for the laser pulse energy to about 20–100 nJ (assuming a crater diameter of \(\sim 5\ \mu\text{m}\)) which is necessary for stoichiometric ion production.

A miniature femtosecond fibre laser system with low power consumption for operation and significantly reduced weight is a suitable alternative to a Ti–Sapphire laser system, which is applied in this study. Nowadays, miniature ultra-short pulsed fibre systems are commercially available. One example would be the fs-fiber laser system from Femtolite Ultra systems, IMRA, USA. The following specifications of this system: wavelength of 810 \(\pm\) 5 nm, average power \(\geq 10\ \text{mW}\), pulse duration \(\leq 110\ \text{fs}\), a total power consumption of less than 50 W, weight of \(\leq 3\ \text{kg}\) and total size of about \(215 \times 200 \times 130\ \text{mm}^3\) are acceptable for implementation on planetary lander or rover.\(^{25}\) Typically, such laser systems are operated at hundredths of kHz to MHz repetition rates, which can be too high for certain applications. By the implementation of optical shutter systems the repetition rate can be reduced to the desired frequency, at increased power consumption (tens of W).

Results and discussion

Case study NIST SRM 661

Study on the number of accumulated spectra. Laser ablation/ionisation studies were conducted on a NIST SRM 661 sample to investigate the influence of a number of accumulations of individual spectra on the quantitative mass spectrometric analysis. A number of single laser shot spectra (total number of accumulation: 500 000) were collected at a constant laser irradiance of 1900 GW cm\(^{-2}\) (pulse energy \(\sim 4.4\ \mu\text{j}\); laser beam diameter: \(\phi 40\ \mu\text{m}\)) and repetition rate (1 kHz) from one single sample location.

Fig. 10 displays the temporal stability of the signal intensities (determined as integrated ion peak areas, middle panels), the cumulative intensities (upper panel), and the cumulative intensities normalised to the intensity of the \(^{52}\text{Cr}\) mass peak (lower panels) of several isotope mass peaks observed during the measurements. In the top panel the cumulative peak intensities of \(^{30}\text{Si},^{32}\text{Si},^{48}\text{Ti}, \text{etc.}\) are shown that were observed after the accumulation of the first 20 000 single laser shot spectra. An almost similar rate of the cumulative sum of mass peak intensities is observed for most of the measured elements with an exception of the \(^{32}\text{S}\) mass peak. A cumulative sum curve crossing is observed for \(^{32}\text{S}\) and \(^{57}\text{Cr}\). In comparison to other isotopes, Sulphur shows a larger decrease of peak intensities (see the middle left panel). The signal variation and cumulative sum of peak intensities of Ti isotopes determined in the first 20 000 and 100 000 laser shot spectra, respectively, are shown in the right panels in Fig. 10. A relatively small intensity variation of mass peak intensities is observed during the first 10 000–16 000 laser shots with an exceptionally large signal decrease of the \(^{32}\text{S}\) mass peak. Nevertheless, after these initial variations there are no significant peak intensity changes that are observed for most of the elements. Similar effects were observed in the previous studies conducted with a ns-laser ablation ion source.\(^{31}\) The observation of relative mass peak intensity variation can be attributed to upper surface composition modification due to contact with atmospheric gases (e.g., oxidation, contamination) and their influence on the ablation process (thermal–nonthermal behaviour). These effects contribute readily to elemental fractionation.\(^{44}\)

Owing to the relative mass peak intensity variation for initial laser ablation pulses, the first 20 000 spectra are not considered for calculations of relative sensitivity coefficients (RSC), defined as measured abundance/quoted abundance.\(^{28}\) This number was chosen by taking into account that the mass peak intensity of \(^{32}\text{S}\) is observed to stabilise after ablation with so many laser pulses.

The dependence of the various measurement parameters on the number of accumulated spectra is shown in Fig. 11. The cumulative sum of peak intensities, cumulative sum of peak
intensities normalised to the intensity of $^{52}\text{Cr}$, SNR, relative peak area error, mass resolution, and relative isotope accuracy of measurement, on the number of spectral accumulations is shown. A single measurement campaign done on a NIST SRM 661 sample was used for this analysis (see details in text).
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**Fig. 11** The dependence of different measurement parameters, cumulative sum of peak intensities, cumulative sum of peak intensities normalised to the intensity of $^{52}\text{Cr}$, SNR, relative peak area error, mass resolution, and relative isotope accuracy of measurement, on the number of spectral accumulations is shown. A single measurement campaign done on a NIST SRM 661 sample was used for this analysis (see details in text).

mass spectrometric measurements were conducted for twelve different laser irradiances selected in the range of 500–2700 GW cm$^{-2}$, corresponding to an energy per pulse of about 1.1–6.2 μJ (with a laser beam diameter of $\varnothing$ 40 μm). Each campaign was conducted on a fresh sample surface location. The spectra were obtained by accumulations of 100 000 single laser shot spectra, excluding the first 20 000 single laser shot spectra (see the previous section).

In Fig. 12 the dependence of several measurement parameters (signal intensity, SNR, relative peak area error, and mass resolution) of different isotopes, e.g., $^{30}\text{Si}$, $^{32}\text{S}$, $^{52}\text{Cr}$, etc., on laser irradiance is shown. Similar to previous measurements conducted with a ns-laser ablation ion source, we observe an increase of the signal intensity and SNR with increasing laser irradiance until these values stabilized and became independent of laser irradiance. We observed that for most of the elements, the signal becomes constant for laser irradiances larger than 1800 GW cm$^{-2}$ (pulse energy of $\sim$4.3 μJ; laser beam diameter $\varnothing$ 40 μm). Due to the increased signal at increased irradiance a decreasing trend of relative peak area errors with increased irradiance is observed. By increasing the laser irradiance, the negative effect of an increased laser shot overlap becomes less significant.
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**Fig. 12** The dependence of peak signal, SNR, relative peak area error, and mass resolution on the laser irradiances is shown. The laser irradiance campaign was conducted on a NIST SRM 661 sample.
irradiance is observed within measurement accuracy. This is no trend of the relative isotope accuracies with increasing laser broad minimum in the range of laser irradiances of about too large and exceed the focusing capacities of ion optics.

As noticed earlier, a trend between ionisation thresholds and the boiling point of the analysed elements and their isotopes (Cr(2671 °C), Ti(3287 °C), Si(3265 °C), B(4000 °C), Mo(4639 °C), and Zr(4406 °C)) is observed in these studies as well (data not shown); due to the very low boiling point sulphur is not included. A similar trend between ionisation threshold and melting point of different elements/isotopes was observed by Alcántara et al. 2010 by using an ns-laser system.

Fig. 13 shows the dependence of the relative isotope accuracies of measurements on the laser irradiance. For no trend of the relative isotope accuracies with increasing laser irradiance is observed within measurement accuracy. This is slightly different for 18Ti and 57Cr. Similar to previous observation in studies that applied a ns-laser ablation source, a broad minimum in the range of laser irradiances of about 1600–2400 GW cm⁻² is observed where the best relative isotope accuracies of measurements are obtained.

Isotope abundance versus measurement accuracy

In Fig. 14 the correlation between isotope abundances (in atomic fraction) and the relative isotope accuracies of measurements for many different isotopes, measured in the NIST samples SRM 661, 664, and 664, is shown. The similar measurement procedure discussed for the NIST SRM 661 case study was used to investigate elements/isotopes abundant in NIST SRM 664 and 665. An overview of the investigated isotopes, e.g. isotope abundances, corresponding NIST SRM samples, etc., can be found in Table 1.

An increase of measurement accuracy with increase of isotope abundance is observed as expected. For isotope abundances in the range of about 100 ppm a measurement accuracy of 1% and better can be achieved. A similar correlation was observed in previous measurements performed with a ns-laser ablation ion source. However, the accuracy of the current measurements is larger and the measured values lie closer to the trend line. For example, the measurement accuracy at 100 ppb abundance is improved in these studies by a factor of about 2–3 compared to the previous investigations and is determined at about 25% error.

The trend between isotope abundances and relative isotope accuracies of measurements shows a slope of about −0.5 in log/log-space. This observation can directly be correlated with the trend between the relative ion peak area error, defined as δA/A, and SNR, which is a composite of relative statistical error, relative background error, and relative peak area error of integration of ion signal. In comparison with the relative statistical error and relative background error the relative peak area error by Simpson integration is by 2–3 decades more significant, and shows a trend between the relative peak area error and SNR of about −0.5 in log/log-space. To improve the overall performance of relative isotope accuracy of measurement the SNR has to be improved by the implementation of a more sensitive detection system and less noisy acquisition cards with higher sampling rate. With increased SNR of detected ion mass peaks the relative ion peak area error introduced by integration decreases and hence, the relative isotope accuracy of measurement can be increased. With the present setup (detector gain of ~10⁶ to 10⁷, 4.8 μJ per pulse) one single ¹¹B ion (NIST SRM 665 sample) with a weight fraction ~1 ppm (Table 1) is detected statistically per 1 laser shot. More details can be found in the report by Meyer, 2013.

Recently, a few instruments were designed for in situ geochronology of solid planetary surface material. The potassium–argon laser experiment (KARLE)²⁹ or the instrumental suite combining XRS and GAP¹⁷–²⁸ were designed for geochronology with the K–Ar dating method. Another instrument, such as the laser desorption resonance ionisation mass spectrometer, LDRIMS, is based on the measurements of Rb and Sr
isotopes. In comparison with these instruments, the design and measurement principle of the miniature reflectron time-of-flight LMS system is robust and simple, and it offers a high dynamic range of at least eight orders of magnitude. A current detection limit on metallic and non-metallic elements is determined at a few ppb level. A more detailed discussion on the performance of LMS for the in situ geochronology can be found in an earlier publication.

**Performance comparison between ns- and fs-measurements**

A fs-laser ablation ion source is clearly advantageous to that of a ns-source, which we applied in previous studies. In addition to a long term stability of the measurement parameters presented in the previous sections, the improvement of spectral quality and detection efficiency of all ions was achieved. Fig. 15 displays sections of mass spectra within the m/q range of about 27–34 of NIST SRM 661 obtained by the application of the femtosecond and ns-laser ablation ion sources. Both spectra were obtained by accumulation of 100 000 accumulated single shot spectra. The top spectrum is obtained by using the previously discussed ns-laser (λ = 266 nm, τ ~ 3 ns, Ø 20 μm, 20 Hz repetition rate) system for ablation and ionisation of the sample material. The spectrum was recorded at a laser irradiance of about 0.5 GW cm⁻². The bottom section is conducted by using the present fs-laser system (λ = 775 nm, τ ~ 190 fs, Ø 40 μm, 1 kHz repetition rate) at a laser irradiance of about 1900 GW cm⁻². Elemental and isotope abundances displayed in both panels are given in atomic fractions.

The appearance of these two spectra is significantly different. The detection efficiency for non-metallic elements is much lower than for metals when the ns-laser ablation ion source is applied (top panel). The mass peak of $^{27}$Al (~428 ppm) is more intense than that of $^{28}$Si (~4026 ppm) or $^{32}$S. The measurement conducted by using the fs-laser ablation ion source shows correct intensities of the relevant mass peaks in accord with the element (isotope) abundances of these species in a sample (bottom panel). The comparison of the relative abundance ratios determined from the measurement and compared to the NIST quoted values shows good agreement between the measured and quoted values. Relative sensitivity coefficients of elements are shown in Table 2 along with a subset of RSC values of relevant elements and the corresponding ionisation potentials (IP, last row) obtained using different laser-systems on a NIST SRM 661 sample. In the first row RSC values from measurements conducted with a ns-laser system at IR wavelength (λ = 1064 nm, τ ~ 4 ns, Ø 10 μm, 20 Hz repetition rate) are listed; in the second row values obtained using the ns-laser system at UV, and in the third row the RSC values obtained using the present fs-laser system. More details about the ns-laser setup used at IR radiation and the listed RSC values can be found in an earlier publication. While the ns-RSC values of the listed elements are in the range of $10^{-4}$ to 2, if even available (see IR), the RSC values obtained using the present fs-laser system are close to 1. The results of these studies are of considerable importance for development of standard-less instruments that can be used for the elemental analysis of various types of solid samples and capable of conducting accurate isotope analysis.

**Conclusion and outlook**

Mass spectrometric analysis of elemental and isotopic composition of several NIST standard reference materials is performed by a miniature laser ablation/ionisation reflectron-type time-of-flight mass spectrometer designed for in situ space research using an fs-laser ablation ion source. The studies indicate that the accurate quantitative analysis of elemental and isotope compositions can be performed by controlling laser irradiance and the number of accumulations of single laser shot spectra. These experimental conditions are established via systematic...
parametric investigation of the influence of laser irradiance on measured elemental and isotopic compositions.

The studies show that measurements on the isotope composition can be conducted within measurement accuracy at the per million level for isotope concentrations larger than 100 ppm. The measurement accuracy is degraded with lower elemental/isotopic concentration in a sample material. For elements and isotopes with abundances below 100 ppm the relative measurement accuracy drops to the per cent level. For isotopes with sample concentrations of ~100 ppb, an increase of the measurement accuracy by a factor of 2–3 compared with studies conducted with an ns-laser ablation ion source is observed.

Further improvements of accuracy of the studies can be made by improvements of detection sensitivity, which is found to be currently the limiting factor.

The mass spectrometric studies indicate superior performance of the instrument for the elemental analysis while a fs-laser ablation ion source is applied. A similar detection efficiency of metallic and non-metallic elements is observed and relative sensitivity coefficients determined from the mass spectrometric analysis of investigated standards were close to one. Thermal effects, sample damage and additional laser-plasma interaction are negligible or not present during fs-laser ablation in contrast to that of the ns-laser ion source. Their absence together with superior characteristics of the fs-laser beam account for the substantial improvement of the accuracy of elemental analysis. Further studies are planned to establish the influence of the other characteristics of the fs-laser ablation source as well as material composition (matrix effects) on the accuracy of the elemental analyses. The results are of considerable importance for the development of standard-less instrumentiation for the compositional (elemental and isotopic) investigation of solid material on planetary surfaces.
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